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1984: A Brave New World for Evaluation?

Ross F. Conner, David G. Altman, and Christine Jackson

Evaluation, as an established field, is now in its late adolescent years. The
bubbling, exciting, fast-developing childhood years of the late 1960s and early
1970s gave way in the mid to late 1970s to the less self-assured, serious,
introspective early adolescent years. Now, in the early 1980s, evaluation is
making the transition from late adolescence to adulthood. The coincidence of
this transition with the presence of the “brave new world year” of 1984 (with
apologies to Huxley and Orwell) provides a convenient excuse to reflect on
the state of evaluation. What kind of a brave new world is in store for evalua-
tion? What aspects of evaluation’s development need more attention to facili-
tate the positive aspects of what lies ahead?

In assembling the contents of this volume, we developed some insights into
these issues as we reviewed hundreds of recent evaluation-related articles,
Journals, books, reports, and conference presentations. Following a discussion
of our approach to the Annual, we share these insights and suggest some areas
of the evaluation enterprise that will require greater attention in the years to
come if evaluation is to continue to develop successfully into middle age.

OUR APPROACH TO THE ANNUAL

Before we provide our overview of the past and present trends in evalua-
tion research, we need to explain our approach to assembling this edition of
the Annual so that the reader can make his or her own judgment about the
adequacy of the data base from which our conclusions are drawn.

We began our review in the fall of 1983 when, as a result of our evaluation
experience and understanding of the field, we developed a conceptual frame-
work of the evaluation process. This framework, adapted as we continued our
review of recent material, consists of these principle steps, which we believe
characterize most evaluation projects: adopting an evaluation philosophy or
ideology, learning about the context of the specific program under study,
selecting a general evaluative approach, developing a model of the program
and its operations, designing an evaluation plan, developing sampling and
measurement strategies, analyzing the data, then disseminating and utilizing

13



14 EVALUATION STUDIES REVIEW ANNUAL

the evaluation results. Some of these steps are often unconsciously taken (for
example, adopting an evaluation philosophy or ideology), while others are so
well known that they occasionally overshadow other steps in the process (for
example, designing an evaluation plan). With the exception of the last step
(that is, dissemination/utilization, which we believe occurs throughout an
evaluation study), we view these steps as generally occurring in the sequence
listed. While the relationship among steps is fixed, there is flexibility within
each step. This flexibility results from the need to match the most important
general features of a step to the particular demands of the evaluation setting.

With this framework as a general organizing guide, we began our review
for the Annual in the fall of 1983. We assembled lists of journals, books, and
reports that seemed likely to contain significant evaluation work. We were
greatly assisted in our task by the members of our editorial board, who sug-
gested both noteworthy articles and likely sources of unknown but good eval-
uation work from their particular fields. We encouraged our editorial board
members to take a very catholic view of the field and to suggest works from
untraditional journals and unusual sources. It is our feeling that one of the
great strengths of evaluation is its multidisciplinary character, and we wanted
to try to typify that in our selections. Unfortunately, we identified many more
worthy articles than we could publish, due to strict page limitations from the
publisher. Consequently, the papers included in this volume are not all of the
best recent works in the field. Instead, the papers here are a selection of very
good work that reflects a number of important and timely evaluation issues
and concerns.

The main sections of the volume reflect the main steps in the evaluation
framework we developed. Part I of the volume addresses philosophical and
ideological issues surrounding evaluation research. The next parts of the
volume focus on the steps most evaluators would take in developing a specific
evaluation project. The initial step in many evaluations is an informational
one, as the evaluator learns about the context of a program and about its
main actors, clients, and activities (covered in Part II). Next, the evaluator
selects a general approach or several approaches to his or her study (Part III).
Then, in a step that is still rare but generally favored, the evaluator develops a
conceptual or rhetorical model of the program, which guides him or her in
observing the program as it actually is implemented and in selecting the most
critical causal links for careful examination (Part IV).

The next steps in this generalized process are perhaps the ‘most familiar
ones. The details of the evaluation are set out, with special attention to valid-
ity considerations (Part V), and sampling and measurement decisions (Part
VI). The evaluation plan then is implemented, producing data to be analyzed
and interpreted (Part VII). The evaluator is then ready to disseminate his or
her findings and focus on utilization issues (Part VIII). This last step, in our
view, really occurs with each of the previous steps if dissemination and utiliza-
tion are to be accomplished successfully. We reject the traditional view that
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utilization is something that occurs only after the study is completed. None-
theless, for clarity, we have set out papers focusing on dissemination and utili-
zation in a separate section.

In addition to these sections covering generalized steps of the evaluation
process, we have included a concluding section on professional issues, such as
standards and ethics, and on future directions of the field (Part IX).

PAST TRENDS IN EVALUATION RESEARCH

As the journals, professional organizations, books, awards, and even the
existence of this annual review series attest, evaluation research is now a well-
established discipline. This outcome certainly was now clear, or perhaps not
even envisioned or desired, when the field arose from various branches of
more long-standing disciplines. The following summary history of evaluation’s
emergence gives some idea of the significant developments and problems that
characterized the field. We should note that this history is slanted toward the
national view, although evaluation work at the state and local levels generally
followed developments at the national level. In addition, the events and trends
that we present below are probably best viewed as several people’s view of the
field’s development rather than as an official history. That task will have to
fall to others less involved and more objective than we are.

While it is impossible to establish the exact date of its birth, evaluation
research emerged in the mid-1960s as a number of developments converged.
Foremost among these was the beginning of the great emphasis on the devel-
opment of social programs under Presidents Kennedy and Johnson. At about
the same time, two important books, by Campbell and Stanley (1966) and
Suchman (1967), were published and widely read. Out of these developments
as well as others, smaller in scale but nonetheless significant, emerged the field
of evaluation. The main trends during evaluation’s early years were large-scale
studies, often national in scope, and a bias toward quantitative methodolo-
gies. The large studies resulted from the support that social intervention pro-
grams generally enjoyed in Washington at that time. The quantitative bias
resulted from the novice evaluators’ previous training and participation in
traditional social science disciplines.

In the early 1970s, following the first euphoric years, evaluation research
began to institutionalize itself. Informal groupings of those working in evalua-
tion changed into formal professional organizations. The Evaluation Research
Society was formed, as were the Evaluation Network and the Council for
Applied Social Research (subsequently merged into the Evaluation Research
Society). Partly as a result of the formation of these organizations, evaluators
began to evaluate evaluation. Both evaluation researchers and those who were
the intended users of evaluation research began to look closely at the conduct
and outcomes of the many evaluations that had been completed. What they
found did not always please them. Evaluations in some cases were too equiv-
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ocal, too costly and too late to be useful. Some evaluators complained that we
were using the wrong tools, in terms of designs, methods and measures, or
that we simply did not have the tools we needed to produce good studies.
Others complained that the problem was not us but the turbulent setting in
which we had to work. The arguments at the professional meetings were lively
and healthy, if not always conclusive.

In the mid to late 1970s, evaluation research had its scientific christening
when two journals devoted solely to evaluation were founded: Evaluation
Quarterly (subsequently retitled Evaluation Review and published more fre-
quently to accommodate all worthy articles) and Evaluation and Program
Planning. With this institutionalization of an evaluative mechanism for the
field itself, evaluators began seriously to indulge in self-criticism. Certain
issues had to be faced squarely, such as the irrelevance and misapplication of
the control-group design in some studies or the absence of use of evaluation
results in policymaking.

Evaluators were beginning to develop creative solutions to these and other
issues as the 1980s began. Just at that point, however, the Reagan administra-
tion started its cutback in social programs and its layoffs of federal workers.
Not only did the funds for evaluation work begin to shrink significantly, but
people working in the relatively new evaluation units in federal agencies also
began to lose their jobs, as the last hired became the first fired. These devel-
opments caused evaluation to shift from a growth industry, as some had char-
acterized it, to a mildly embattled enterprise. Evaluation definitely has not
died, but it no longer has the fervor of the earlier years, when interest in and
funds for evaluation studies were high.

THE STATUS OF EVALUATION IN 1984

In the course of our review of material for this volume of the Annual, we
had the opportunity to read many papers, reports, and books focusing on
every aspect of the evaluation enterprise. While at times fatiguing, this exer-
cise did have one very valuable aspect: It gave us the rare opportunity to learn
what many evaluation researchers were doing and thinking. The papers in this
volume provide a representative sampling of important concerns and popular
research foci in the evaluation field at this time. (The one exception would be
the area of meta-analysis, which, because it was covered so extensively in the
previous Annual, (Light, 1983), we underemphasized in this volume.) In the
sections below, we note some of the most significant trends and, with some
trepidation due to the questionable validity of our crystal ball, provide obser-
vations on likely or desirable developments as evaluation marches into the
brave new world beyond 1984.

The Quantitative-Qualitative Debate: A Truce

A long-standing dispute in the evaluation research literature has centered
on the advisability of using quantitative or qualitative methods. Initially, the
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quantitative methods held the superior position and qualitative approaches
rarely were mentioned. To be heard, advocates of qualitative methods had to
emphasize the differences and superiority of their favored approach. This
resulted in an understandable but unfortunate debate that pitted quantitative
approaches against qualitative approaches and cast the evaluator’s initial
design decision as an “either-or” situation.

In our review, we were struck by the degree to which evaluators seem
genuinely to have gone beyond the quantitative versus qualitative distinction.
The issue no longer seems to be. which approach is better but, instead, is how
we can capitalize on the complementarity of these approaches to design more
sensitive studies (see Parts I and III in this volume for examples). We believe
this is a healthy development for the field, which may lead to the development
of a methodology for evaluation that is unique, rather than an amalgam of
traditional social science approaches. Should this happen, it is conceivable
that evaluation research may make a significant methodological contribution
the social science fields from which it sprang.

Multiple Methods

There has been an important related development in the area of evaluation
approaches, spurred perhaps by the end of the obsessive focus on the qualita-
tive versus quantitative issue. A number of writers are advocating that
methods be mixed in conducting an evaluation (See Parts I, II, and III).

The challenge is to mix the best parts of multiple methods to accomplish
our evaluation tasks. Thus far there are more calls for the use of multiple
methods than actual examples of how this can be accomplished successfully.
Nonetheless, this important shift in thinking is a necessary precondition for
the development of new models. Consequently, we anticipate that some very
creative multiple-method models will begin to appear in the new few years.

New Approaches for Lean Times

As too many evaluators are well aware, funds for evaluation have decreased
in recent years. One outcome has been less evaluation work, but another has
been the advocacy of new evaluation approaches for leaner times (see Parts
IIT and IX).The approaches we identified were not actually new; instead, they
were adaptations of older methods to the evaluation setting. Notable among
these adaptations are the use of social indicators and the use of archival mea-
sures to assess program coverage and effectivness. These approaches typically
are less costly to implement than traditional evaluation approaches because
the evaluator is using data already collected by others. Evaluators using these
approaches frequently will need to be creative in selecting process and out-
come measures because they will be working with data others have defined
and collected. The challenge will be to assemble sets of measures that individ-
ually focus on different aspects of a phenomenon but that collectively eluci-
date the phenomenon in a multi-dimensional way. This task will require
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evaluators to use tried and true, as well as unusual and unexpected, measures
and indices.

Decentralization of Evaluation

In its earliest years, evaluation research involved many large-scale pro-
grams, usually administered at the federal level. Many of the well-known edu-
cational program evaluations, such as Head Start, exemplify this trend. As
resources for social amelioration programs have decreased in recent years and
as the available funds have been shifted to the state or local levels for admin-
istration, the focus for evaluation activities also has shifted. The number of
large federal-level evaluations has dropped dramatically, and the number of
state- and local-level evaluation activity has increased (see Parts II and IX). We
expect this trend to continue, at least for the near future.

This trend has positive and negative implications for evaluation research.
On the positive side, evaluators will be working close to those directly respon-
sible for implementing, administering, and improving programs, thereby
increasing the likelihood of relevant evaluation data and timely evaluation
use. Unlike the large federal programs, where many people are involved in
these different processes in many locations, small local-level programs typi-
cally involve fewer people and fewer intermediaries between the planning for a
program and its implementation. The evaluator, then, can work more closely
with these people and can develop and implement a study design that is
known to be more responsive to the needs of the program personnel. (Some of
the articles in Part VI discuss related issues.)

This trend toward the local level will not necessarily preclude national-level
assessments of similar types of programs. Some current evaluation writers are
advocating the use of data convergence to obtain cumulative knowledge of
programs or evaluation practices. Some believe that particularly meaningful
knowledge of this type will come from multiple small-scale studies that
employ a variety of methods and measures.

On the negative side, evaluators will be working with much smaller evalua-
tion budgets and so may not be able to implement some of the sophisticated
designs and measures that were possible on the large-scale level (e.g., the New
Jersey Negative Income Tax Experiment and its counterparts in other cities
across the country). In addition, evaluators may not have the degree of high-
level support for evaluation activities that characterized their work at the fed-
eral level. While there certainly were negative consequences to some aspects of
federal mandates for evaluation, there were definite boons to the expression of
strong evaluation support, such as the requirement from Congress that eval-
uation must be done on certain federal programs or the directives from var-
ious agency or department heads that evaluation activities would be an inte-
gral part of program activities. The absence of these high-level supports for
evaluation will require that evaluators cultivate these kinds of supports at the
state and local levels. (Articles on related topics are found in Parts II, VIII,
and 1X.)
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New Conceptions of Validity

A central part of evaluation researchers’ thinking has been Campbell and
Stanley’s (1966) distinction between external and internal validity, based on
Campbell’s work nearly 10 years earlier (1957). Internal validity, most of us
learned, related to whether X in fact caused Y in a particular situation. Exter-
nal validity related to generalizability of the X-Y relationship to other settings,
populations, and treatment-measurement variations. Campbell and Stanley
provided us with a listing of possible confounding factors that could invali-
date the conclusions of our studies and ways to ameliorate these factors.

Recently, evaluation writers have begun to question the validity of this dis-
tinction and to reformulate the idea of validity (see Parts V and VII). We
think this is an exciting development for the field because it will force us to
reexamine our approach to determining causation.

Too many of us, with Campbell and Stanley’s catalogue of designs in hand,
thought that selecting the right design would solve our invalidity problems.
This assumption frequently was incorrect for the multifaceted evaluation
setting and resulted in unsatisfactory and unsatisfying attempts to institute
theoretically proper designs. Part of the surge in popularity of qualitative eval-
uation designs about a decade ago resulted from these frustrating experiences.

Now, however, evaluation writers are challenging us to think beyond valid-
ity issues to more basic concerns of how we can best determine and measure
cause in an evaluation context. The focus of our efforts needs to be an expla-
nation of how and why a process, program, or product is working, not simply
on whether it is working. The outcomes from the discussion of these validity
issues over the next few years could play a significant role in advancing eval-
uation’s methods and techniques and, perhaps, social science’s methods and
techniques as well.

The Use of Evaluation

As we noted in our brief history of evaluation research, the absence of
utilization of evaluation results was one troubling factor in causing a good
deal of soul-searching in the field. That soul-searching is still going on, but its
tone is of a much different quality. The definition of evaluation at that early
time was too restricted to an instrumental view, where immediate and direct
details of use were examined, usually those the evaluator had recommended.
If these things did not occur, the judgment was that no use had resulted from
the evaluation.

This limited view of evaluation began to change in the late 1970s and has
changed even more in the past few years. Conceptual uses and symbolic uses
also are recognized as examples of utilization, although these may not be in
exactly the directions the evaluator would favor. Even instrumental uses
appear more frequently than once thought, perhaps because evaluators have
become better judges of the decision requirements of policymakers and deci-
sion makers. It is clear to us from our review that evaluations are indeed used,



20 EVALUATION STUDIES REVIEW ANNUAL

and that the agonizing over nonuse has appropriately subsided (see Parts II,
IV, VIII, and IX). The focus now is on how to facilitate and encourage more
use of evaluation findings.

The Role of Conflict

In the early years of evaluation’s development, conflict between evaluators
and program personnel or decision makers was viewed as one of those unfor-
tunate realities of doing evaluation in the “real world.” There were disagree-
ments over methods and measures, results and implications. Some evaluation
writers recommended avoiding doing evaluations in settings where too much
conflict existed. While this admonition is still applicable in extreme situations,
it is noteworthy that conflict no longer is viewed as an unpleasant, uncontrol-
lable aspect of the evaluation setting. Instead, evaluators seem to be accepting
conflict as an integral part of working in public and private programs (see
Parts II, 111, VIII, and IX).

Conflict need not always be a disadvantageous factor in evaluation plan-
ning, implementation, and utilization. If an evaluator is flexible enough and
rational enough, he or she can capitalize on disagreements and turn them into
assets. For example, disagreements between program personnel about the
goals and objectives of a program can be identified by the evaluation staff and
fed back to the program personnel. Because these disagreements sometimes
have never been clearly or concretely set out, they have not been resolved. The
evaluator can serve a useful function for the program, as well as for the plan-
ning of the evaluation, by serving as the catalyst for goal and objective clarifi-
cation. By doing this, the evaluator can enhance his or her credibility and
perceived usefulness to the program and, as a consequence, be granted even
more freedom in the conduct of a comprehensive evaluation.

Recognition of the Importance of
the Evaluator’s Sensibilities

There has been much attention in the past on the technical skills an evalua-
tor must have; little attention was devoted to the other skills an evaluator
must have to complement his or her technical abilities in the actual conduct of
an evaluation project. Increasingly, evaluation writers have come to recognize
that the development of these evaluation sensibilities is critical in training
novice evaluators.

These sensibilities include an understanding of the importance and the
operation of the context within which an evaluation occurs and the decision-
making situations into which evaluation data are introduced (see Parts 1I and
VIII). Other important sensibilities relate to the professional conduct of an
evaluation project and to the ethical questions that may arise as an evaluation
progresses (Part I1X). The latter issues are receiving increasing attention in the
field, but there is still room for improvement. It is clear that the increase in
understanding of these factors has resulted in more successful and useful eval-
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uations. The challenge for the evaluation field now is to develop ways to teach
novice evaluators about these sensibilities, probably using experiential com-
ponents in evaluation classes. In this way, students of evaluation will be able
to learn the science as well as the art of evaluation.

Evaluator Training and Jobs

As in any field, training of new professionals and retraining of current
members should be important issues for evaluation. Some activities related to
both of these areas have occurred at recent joint meetings of the Evaluation
Network and the Evaluation Research Society, namely the Evaluation Teach-
ing Materials Exchange and the preconference workshops, several of which
have focused on training in specialized topics for evaluation professionals.
While these activities are useful ones, the field could benefit from more system-
atic thought and action on the issue of training.

We searched in vain for articles describing current evaluation training or
retraining efforts. While we did locate and include several good papers related
to evaluation jobs (Part IX), these papers only indirectly relate to the issue of
training. There are several possible reasons for the absence of attention to
training. Until recently, those wanting to be evaluators had little difficulty
finding jobs, even if their detailed evaluation training was limited. Advanced
social science or education training usually was sufficient to qualify someone
for an evaluation position. This situation has changed, however, as competi-
tion for evaluation jobs has increased. Those seeking employment are now
very interested in specialized training in evaluation to enhance their
marketability.

Another reason for the absence of attention to training has been the dis-
agreement among evaluators about the critical skills that should make up a
good training package. As the evaluation field was developing, no one could
be certain about which skills and knowledge were more or less critical. Now,
however, the field is at a point where serious discussion and study about train-
ing and retraining evaluators could lead to general agreement about the set of
core evaluation skills. Important topics of such studies would include the
goals, content, and outcomes of training programs that currently exist; the
skills and knowledge that evaluators believe are important for training; and
the views of employers of evaluators about the skills they value. This informa-
tion would provide a basis on which to redesign current training classes,
workshops, and programs, as well as to plan responsive, relevant retraining
programs. Without this information, the evaluation field is likely always to be
behind, rather than in step with or ahead of, the job market’s needs.

CONCLUDING THOUGHTS

In the first edition of this Annual, Glass (1976) noted that a discipline
begins and grows if it is centered around a set of intellectually engaging ques-
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tions. It is clear to us that the discipline of evaluation research easily meets
this criterion. Since Glass produced his volume, the discipline has continued
to generate important and engaging questions of two main types: those that
address more and more basic aspects of old issues (for example, questions
about validity) and those that address new issues previously unrecognized or
ignored (for example, questions about decision making and the use of evalua-
tion results). If the past can be used to predict the future, the discipline of
evaluation should continue to prosper in the years beyond 1984.

The evaluation enterprise has a second aspect, however, that also must be
considered in assessing the state of the field. Evaluation arose from the
demands of social policymakers who were attempting to solve or at least
ameliorate important social problems. Evaluation has grown because it has
contributed meaningful, useful information to the policy process. Evaluators
continue to make such contributions and to develop new approaches that will
produce even more meaningful information. A special strength of the evalua-
tion enterprise has been its ability to adapt to and even capitalize on, the
complex and confusing but creative environment of social programs. This
strength is still very much in evidence, as the papers in this volume demon-
strate. As the evaluation enterprise moves beyond 1984, we can look forward
to a brave, exciting world—an ever changing set of engaging questions
anchored and tested in the important arena of social problem solving.
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THE PHILOSOPHY AND
IDEOLOGY OF EVALUATION

The biggest questions and issues facing evaluation research are related to
our operating assumptions, made both consciously and unconsciously. Too
often our attention as evaluation researchers is on the microscopic questions,
such as which program goals to evaluate, which measures to use, which data
analysis strategies to employ. Less frequently we think about somewhat more
macroscopic questions, such as which general evaluation approach is best
suited to our purposes. An evaluator facing this question might ask himself or
herself whether, for example, a goal-based or a goal-free approach would be
better suited to a particular evaluation task. Rarer still is the evaluator who
asks the ultimate macroscopic questions, such as, Can we really be scientific?
How do our unconscious biases affect our conduct of evaluation? How is the
way we conceptualize evaluation biased by our built-in preconceptions? and Is
there an ideal paradigm?

These important but difficult questions are easy to ignore in the day-to-day
pressures of the evaluation environment. We evaluation researchers, however,
ignore them at our peril, since it is precisely the process of considering and
attempting to answer such macroscopic questions that determines the future
success or failure of the evaluation enterprise. Too much attention to micro-
scopic issues and too little to macroscopic concerns can result in a dangerous
situation for the profession of evaluation.

Several of evaluation’s best-known figures address just such macroscopic
issues in this section. Donald Campbell, one of the acknowledged fathers of
the evaluation field, contributes the text of a speech delivered to the American
Educational Research Association. Following a brief overview of the limita-
tions of the logical positivist approach to doing social science and a short
presentation of post-positivist standards for the conduct of social science
research, Campbell discusses ten significant features of applied social science
conducted for policy purposes. (In one part of this discussion, Campbell
introduces an extension of the experimental/quasi-experimental categoriza-
tion of research design for which he is well known: queasy experiments.)
These ten features are characterized by a more modest view of the ability of
scientists to make causal inferences using our fallible, fragile tools. Campbell
concludes with several suggestions of alternative models and approaches that
will foster better evaluation work.

Michael Scriven has addressed the most macroscopic evaluation questions
and issues for many years. In his paper in this section, he continues this
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healthy and important tradition. Scriven discusses four ideologies or funda-
mental biases that he believes have pervaded the evaluation enterprise: separa-
tism, positivism, relativism, and a managerial focus. Scriven argues instead for
a consumerist ideology and a multimodel approach to evaluation, one that
takes multifield, multidisciplinary, and multilevel perspectives, to name just a
few of the multiplicities that Scriven describes. The article ends with an eval-
uation checklist that presents 15 dimensions that Scriven believes must be
considered in doing most any type of evaluation, whether of products, pro-
grams, people, or proposals.

The following paper by Ernest House also addresses the question of how
we think about evaluation and the factors that underlie our thinking. House’s
intriguing contention is that our evaluation conceptions are unconsciously
influenced by metaphors. Metaphors for House are vital intellectual tools
which are central to our perception and understanding of the world around
us. In the case of evaluation, the same metaphorical thinking applies. As an
illustration, House analyzes the metaphors underlying the popular evaluation
text by Rossi, Freeman, and Wright (1979), Evaluation: A Systematic
Approach. Their metaphors include a view of social service delivery as indus-
trial production (“program elements are defined in terms of time, cost, proce-
dures, or a product”), of social programs as machines (social programs can be
“fine-tuned”), and of social delivery systems as conduits (“the unreliability of
measuring instruments may dilute the difference in outcomes”). House dem-
onstrates how different conceptions of evaluation result from these different
metaphorical views. House’s novel view of what determines our evaluation
approaches raises the possiblity that very different perceptions of evaluation,
with associated unusual approaches, are possible, at least for those who can
conceive of a new metaphor.

The final paper in this section also deals with questions of fit between the
conception of evaluation and the execution of evaluation. Palumbo and
Nachmias explore several aspects of the “identity crisis” that confronts evalua-
tion now that the dominant evaluation paradigm (the goal-based model) has
been supplemented by a variety of alternative paradigms. They discuss such
issues as the ideal role of evaluation in decision making and the congruence
(or, more frequently, incongruence) between evaluation methodologies and
actual organizational behavior. Palumbo and Nachmias are not sanguine
about the development of an ideal evaluation paradigm, but they argue that it
is nonetheless worthwhile to work toward it.

The four papers in this section share several common threads. First, all the
papers have an anti-positivist bias and call for a change in our thinking.
Scriven clearly argues for a change not only away from any lingering positivist
bias in evaluation but also away from the management bias in past evaluation
studies. Campbell and Palumbo and Nachmias also urge evaluation researchers
to look more closely at the evaluation situation before deciding on approaches
and methodologies. Although more subtle, House also challenges us to change
our standard way of thinking about evaluation.
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The ideas in these papers go beyond the old, simple distinction between
quantitative and qualitative evaluation approaches to even more basic concep-
tions. Rather than argue about different models and different methods, these
evaluation theorists focus instead on different philosophies and ideologies. By
probing to the core of the evaluation enterprise, these evaluation thinkers are
conducting the most basic kind of evaluation of evaluation and, in so doing,
are opening up the possibility that we can begin genuinely to understand the
points of agreement and disagreement. Once we have this understanding, we
are in a position to make real progress in advancing the science of evaluation.
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Can We Be Scientific
in Applied Social Science?
Donald T. Campbell

Can we be scientific in applied social science? My ability to take a middle-
of-the-road, sensible position in a militant polemic way makes you know that
my awswer will be both yes and no. Certainly it is much harder to be scientific
where financially enormous policy decisions hang upon our fragile social
science tools. Let me give you one preliminary yes and two preliminary no'’s.

A feeble yes: We can be somewhat more scientific than we are now or have
been (in educational program evaluation, for example). Changes feasible
within the current financial, administrative, and political climate could make
us able to be more scientific. An equally feeble no: If we present our resulting
improved truth claims as though they were definitive achievements compara-
ble to those in the physical sciences, and thus deserving to override ordinary
wisdom when they disagree, we can be socially destructive. We can be engaged
in a political misuse of the authority of science that has not been fully earned
in our own field. Another no: Using quantitative social science measures for
administrative control and budgetary decision making (as in the accountabil-
ity movement) can be destructive of the institutions and processes over which
control is intended, and destructive as well of whatever prior validity the
social science measures employed once had.

I want to come to these conclusions, or get close to them, by briefly review-
ing recent developments in the philosophy of science, sociology of science, and
sociology of knowledge, including the argument within our own program eval-
uation community as to whether we should employ the methods of physics or
the methods of the humanities. In light of a fragmentary, modern, post-positiv-
ist theory of science, I will then discuss the special problems of policy-relevant

From Donald T. Campbell, “Can We Be Scientific in Applied Social Science?” original manuscript.

Author’s Note: This is an edited version of a transcript of the “awards address” delivered at the annual
meeting of the American Educational Research Association, March 22, 1982, in New York. (One or two
of the topics on my outline that were not actually delivered have been included here.) Preparation of the
talk, transcript, and edited version have been supported by NSF Grant BNS 7925577 and by my univer-
sity professorship at Lehigh University. A modified version of this paper will appear in the Educational
Researcher.
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social science research, including problems resulting from the politicization of
our own mistaken view as to what an applied social science should look like,
which we offered in the heyday of the Great Society Program of the
1964-1968 period, under the regime of one of our two presidents named Lyn-
don Johnson (that is, “Lyndon Johnson the Good”). I am thinking of the
Office of Economic Opportunity, Program Planning and Budgeting Systems,
and program evaluation.

POST-POSITIVIST THEORY OF SCIENCE

Twenty years ago logical positivism dominated the philosophy of science
and, through concepts like operational definition, dominated our thoughts
about research methods. Today the tide has completely turned among the theo-
rists of science in philosophy, sociology, and elsewhere. Logical positivism is
almost universally rejected. This rejection, in which I have participated, has
left our theory of science in disarray. Under some interpretations it has
undermined our determination to be scientific and our faith that validity and
truth are rational and reasonable goals. What we should have learned instead
was that logical positivism was a gross misreading of the method of the
already successful sciences. Logical positivism was wrong in rejecting causal
processes imputed to unobserved variables. Logical positivism failed to recog-
nize that even at its best, experimental research is equivocal and ambiguous in
its relation both to the real physical process involved and to scientific theory;
and that attention to this equivocality calls for use of multiple methods, none
of them definitional, triangulating on causal processes that are imperfectly
exemplified in our experimental treatments and measurement processes.
Properly interpreted, the dethronement of logical positivism should have led
to an increase in methodological concern rather than its abandonment. Positiv-
ism’s worst gift to the social sciences was definitional operationism, and this
still persists in applied social science, as in the accountability movement in
which goal statements and achievement claims are rigidly defined in terms of
singular, quantitative indicators. (In practice, the use of such indicators for
practical decision making reduces or emasculates the validity of the measures
involved [Campbell, 1979a, pp. 84-86]).

Campbell and Stanley’s Experimental and Quasiexperimental Designs for
Research (written in 1961 and 1962, first published in 1963), was lucky to be
already post-positivist. (At least in a whiggish rewriting of history, I can claim
that. In Cook and Campbell [1979, pp. 10-14] the assessment is more mixed.)
First of all, we cited N. R. Hanson (1958), who was the first in the Hanson-
Kuhn-Feyerabend tradition to emphasize the theory-ladenness of the factual
observations of science. It cited Popper (1959) with approval (although it
didn’t cite my favorite slogan of his: “We don’t know, we can only guess”). We
emphasized the equivocality of both the treatment implementations and the
observations. We gave a section head and two paragraphs to evolutional epis-
temology (in Campbell [1959] version, if not the 1974a, and thus did not
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include my now standard, “Cousins to the amoeba, how could we know for
certain?”). Most importantly post-positivist was the concept of “plausible rival
hypotheses,” putting so much scientific weight on that squishy concept of
plausibility.

I would like to point out five post-positivist points with which I agree and
with which I think you also should agree. I am borrowing from Hanson
(1958), Polanyi (1958), Popper (1959), Toulmin (1961), Kuhn (1970), Feyera-
bend (1975 and before) and other wild characters including Quine (1951, 1969).

1. Judgmental, discretionary components are unavoidable in science. They
appear in the choice of experimental design, the choice of a specific apparatus,
the wording of the particular questions in our questionnaires, in the interpre-
tation of results, and in the choice between competing theories. These subjec-
tive discretionary links cannot be avoided. Logical positivisim wanted to
remove all discretion. This effort to achieve foundationalist explicitness took
two forms: completely explicit observational foundations (meter readings,
sense data, and so on) and logical deductive manipulation of these sense data.
Logical positivism failed at both levels.

Campbell and Stanley (1966, p. 35) joined in this rejection of logical
positivism when they said that “true” experiments at their very best only
probe theories; they do not prove them. But the rejection was most important
in our emphasis upon the role of plausibiliry. We took the position that there
could be lots of threats to validity that were logically uncontrolled but that
one should not worry about unless they were plausible. The general spirit was
that any interpretation of a body of data or research procedure should be
regarded as innocent until judged guilty for plausible reasons, as determined
through the scientific method of mutual criticism.

I've often wondered why there were no hostile logical-positivist reviews of
Campbell and Stanley, accusing it of undermining scientific standards. We
failed to get one as far as I know. It is with mixed pride that I note we are
now regularly being used as an exemplar of logical positivism, and of the
mistaken effort to import into the social sciences the inappropriate methods of
the physical sciences. (While I am grateful for every citation, I think this is a
misreading, as will be argued below.)

2. The paradigm theme. We are inevitably encapsulated in some paradigm
of presuppositions, inexplicit or explicit. Historically, we can look back and
see how provincially we were imbedded. We cannot do with presuppositions.
We cannot pull each presupposition out individually and prove them one at a
time. In every expansion of scientific knowledge we have to expand the
number of things we assume are true and that have to go unproven. In the
evolutional-epistemology version of this, with the recipe of variation, selec-
tion, and retention, there is emphasis upon the presuppositions about the
nature of the world that are built into our retinas, the nerve wiring of our
brains, our language, and our own research tradition. From evolutionary epis-
temology comes the crucial question of balance between variation and reten-
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tion. These are incompatible, and knowledge becomes impossible if either
totally dominates.

In accepting paradigm-embeddedness again we are rejecting the founda-
tionalism that was so central to logical positivism. There are no untouchable
axioms: All are criticizable and revisable. Nor are there any foundational
observations or facts. There are indeed at any historic period of time in any
successful science a vast array of trusted facts, but none is immune from revi-
sion. For the atomistic (sense data, observations, or axioms) foundationalism
of the positivists, we must substitute a holistic, squishy, quasi-foundational-
ism, a composite foundationalism that I call the 99 to 1 trust-doubt ratio. This
is like the holistic network imagery of Quine (1951), but I'll give it to you in
my version.

For the cumulative evolutionary process of knowing, our only available
tactic is to trust most of our current beliefs while we use that distributed
fulcrum to revise a few of them. The ratio of the trusted to the doubted has
got to be in the order of 999 trust to 1% doubt. In biological evolution, 99%
of the genes are trusted while mutation and recombination vary 1% of them.
However wrong-headed the initial beginnings, nature is stuck with this great
mass of presuppositions on how to design an animal. Similarly, in a science
such as physics, the great revolutions have been achieved by trusting 99% of
the cumulated facts and using that basis to revise 1% of its beliefs and their
theoretical integration. This produces a kind of gradualism at the level of facts
(wherein lies my only real disagreement with Kuhn).

Don Moyer (1979) has studied the belief changes following the 1919 eclipse
observations, where English physicists and astronomers moved from 5%
adoption of Einsteinian general relativity to 99% adoption in a five-year
period. He documents the ways this revolution was based upon profound trust
of previous physics, which provided the factual leverage for overthrowing the
dominant Newtonian theory. It was palace revolution in conceptual organiza-
tion and theory, in which most of the facts (all being theory-laden “facts”)
were retained.

Before going on to the other three points, I would like to use these first two
points (paradigm dependence, and discretionary human judgments) to discuss
the qualitative versus quantitative agenda which is so important right now in
educational research and program evaluation. Should we be using the methods
of the humanities or the methods of the physical sciences? I would like to
argue that if we had not misread the record of the physical sciences we would
recognize that these methods are very similar.

Let us start out with that old tradition, at one time called philology and
now called hermeneutics, which asks such questions as, What did Homer
mean by this particular phrasing? or, What did Saint Paul mean in this par-
ticular verse? In philology and hermeneutics, one had generations of scholars
quarreling about these issues, but remaining within the same social communi-
cation net, a quarreling collective committed to getting the truth. Now, part of
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this hermeneutic tradition is this presuppositional and contextural dependence
that I have called the 1 to 99 doubt-trust ratio, a composite fallibilist founda-
tionalism generating and criticizing plausible rival hypotheses as to alternative
interpretations, including the hypothesis that some copyist had made a clerical
error that was subsequently transmitted by other loyal copiers, and so on.
This self-critical community of interpreters, by looking at a wider range of
manuscripts from this same time, and thus extending the grounds of judg-
ment, often eventually arrived at consensual decisions as to the best interpre-
tations of a particular manuscript.

Or, look at the method of the historians as taught and exemplified by Col-
lingwood (Levin, 1970), who was a historical relativist with a historical para-
digm theme. His method was explicitly the method of a detective in a
detective story. The method is epitomized by trying to rule out plausible rival
hypotheses.

When we get down to our own practical work, a plausible-rival-hypothesis
approach is absolutely essential, and must for the most part be implemented
by common-sense, humanistic, qualitative approaches. In program evaluation
the details of program implementation history, the site-specific wisdom, and
the gossip about where the bodies are buried are all essential to interpreting
the quantitative data (Campbell, 1974b, 1975, 1979a; Cook & Reichardt, 1979).

3. Historicism. At any given time, even in the best of science (even in phys-
ics), we are in a historical context and our experiments and our theoretical
arguments are historically imbedded. They have a historical provincialism;
they are reactions to what has gone before; they are dated and uninterpretable
outside of that context. The contrasts with the past are, in some kind of a
problem-solving way, almost necessarily exaggerated. So we have a dialectic
of contrast, in which exaggerated, oversimplified corrections for what has
gone before are an essential part of the process, and the past that has gone
before is essential for understanding the new terms and new experiments that
are introduced. In an effort to speak in the extreme forms of post-positivist
jargon, I have called this the “dialectic historical indexicality of scientific
terms” (Campbell, 1982). Gergen (1982) presents the historicist argument for
social psychology.

4. Relativism. This treasure of post-positivism encompasses epistemological,
historical, cultural, and paradigm relativism. In the evolutionary epistemology
tradition (Campbell, 1974a) my slogan is “blind variation and selective reten-
tion.” This is an emphasis on exploring in the dark, with the fumbling of a
blind person being a better model for epistemology than clairvoyant vision.
All of this commits me to a profound epistemological relativism.

Now, while I am a thoroughgoing epistemological relativist, I reject an
ontological relativity, or, since Quine (1969) has used that term in a different
sense, an ontological nihilism. Evolutionary epistemology has in it an unproven
assumption of a real world external to the organism, with which the organism
is in dialectical interaction. I have been spending a lot of time recently reading
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and meeting with (Campbell, 1981) exciting young sociologists of science such
as Barry Barnes (1976), David Bloor (1976), and Michael Mulkay (1978),
Karen Knorr-Cetina (1981), Bruno Latour and Steven Woolgar (1979), and
Harry Collins (1981). Also relevant is the book Robert Merton and Thomas
Kuhn have resurrected, Ludwig Fleck’s 1935 Genesis and Development of
Scientific Fact (1979). Harry Collins calls this the “relativist” program in the
sociology of science. Latour and Woolgar and Knorr-Cetina call it the “social
constructivist” program. David Bloor and Barry Barnes (Bloor, 1976; Barnes
& Bloor, 1982), call it the “strong programme,” meaning that in doing socio-
logical, historical studies of science (asking the question, What were the causes
for their changing their scientific beliefs?) it is illegitimate to use our current
confidence in the truth of the belief as an explanation for why, back then, they
came to believe it.

This agnosticism I find methodologically correct. After all, those past
scientists were not clairvoyant, and many of the changes we now regard as in
the mainstream of scientific development we do not now regard as “true”. But
these new sociologists of science carry this agnosticism too far. They refuse to
speculate in an ontologically-realist way about what kinds of social processes,
what kinds of systems of interaction among scientists and between scientists
and society, could produce improved beliefs. They refuse to undertake what I
call an epistemologically relevant internalist sociology of science (Campbell,
1979b, 1981). I am continuing to work on such a sociology of science (Camp-
bell, 1984).

5. Sociologism and psychologism. Science is a social process, scientists are
thoroughly human beings: greedily ambitious, competitive, unscrupulous, self-
interested, clique-partisan, biased by tradition and cultural memberships,
given to mutual backscratching, and the like. James Watson’s The Double
Helix (1968; but see Olby, 1974, for Crick’s perspective) is one of the most
used texts in the sociology of science relevant to this.

Out of this, I want us to keep the goal of truth, and to attempt to under-
stand and foster a social system of science (differing greatly from our recent
dominant theory of applied social science for policy purposes) in which it
becomes sociologically plausible that the processes would lead to beliefs of
increasing validity. The scientific method itself is a social system product.
Science is itself a social system, it is “tribal” in that sense (Campbell, 1979b),
but strangely, its norms preach against that very tribalism: against deference
to authority, against deference to majority rule. A key part of this sociology of
successful science is a mutal criticism that keeps those who are criticizing each
other still remaining in the same group, rather than splitting off into their own
insulated cults. Competitive replication, threat of replication, a reward system
that encourages competitive innovation but punishes dishonesty in the result-
ing competition (Merton, 1973) are all parts of it (Campbell, 1984).

From this sociological point of view, combined with an evolutionary-epis-
temology point of view, it follows that large numbers of independent decision
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makers are essential for objectivity in science. It follows too that we must
maintain scientists’ collective interests in the trust given the system of science
by the larger public (Merton & Geiryn, 1982). We must maintain the individ-
ual scientist’s interest in reputation, recognition, and fame, without allowing
these interests to undermine the self-interest in science’s collective validity. We
scientists cannot avoid being dependent on the trust of fellow scientists. We
must avoid creating a motivational system that generates truth claims or belief
assertions that we distrust. We need a scientific method (as a social invention
and social process) that will counteract the ill effects that a cynical and nihilis-
tic interpretation of point 4 (relativism) and point 5 (sociologism and psychol-
ogism) can produce.

This epistemologically relevant internalist sociology of science will not deny
the scientist’s paradigmatic provincialism, self-seeking competitiveness, and
human fallibility, but will rather propose a social system designed to curb side
effects that produce invalid beliefs. Inevitably our model of science will show
science as a fragile and vulnerable social institution, one that is capable of
flourishing only now and then, only here and there, on the face of the earth. A
validity-producing social system of science is nothing we should take for
granted.

APPLICATION TO APPLIED SOCIAL SCIENCE

If we move such a post-positivist theory of science into the problem of the
validity of applied social science, we find that we need all of the social system
features of pure science (e.g. physics, laboratory psychology, and biology).
From this perspective, when we move into the arena of policymaking, there
are some regular features of applied social science for policy purposes that
come to our attention. '

First is clearly the greater equivocality of causal inference for research done
in policy settings. There are many, many more plausible rival hypotheses.
There is much less control. Looking back at the “artificiality” of physical
science laboratories (their soundproof walls, atmospheric controls, insulation
against electromagnetic and magnetic fields, achievement of vacumms, and all
of the other accoutrements of “experimental isolation™), we can see that all of
this laboratory apparatus is designed to control or to rule out plausible rival
hypotheses, or at least to render them “implausible,” thus achieving an artifi-
cial situation in which causal inference can be done more competently.

When biologists left the insulated laboratory where apparatus and walls are
the essence of the scientific method, to move out into the agricultural experi-
mental station where the winds blew and the rains rained, they invented
another type of artificiality to render implausible large classes of plausible
rival hypotheses. This was the randomized experiment. We should note that
slightly before that, educational researchers such as E. L. Thorndike and his
students, moving from the insulted psychology laboratory out into the class-
rooms, independently invented randomized assignment to experimental treat-
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ments and latin-square designs, again as artificialities that operated somewhat
like experimental isolation in generating controls, in reducing the plausibility
of rival hypotheses such as selection, selection-treatment interaction, practice
effects, and the like. While we educational psychologists did not do it with
Fisher’s mathematical elegance, we were first with these great tools of artifi-
ciality. McCall’s (1923) How to Experiment in Education summarizes this
early achievement.

Today, as so many of us react to the frustrations of social science research
with the hope that humanistic methods will turn out to be more appropriate
than physical science ones—an exploration that I too favor (Campbell, 1974b,
1975, 1984), our troubles are often blamed on a prior, mistaken, subservient
borrowing of physical science methods. Indeed, Campbell and Stanley (1966)
are often accused of this fallacy. Close analysis will, I believe, show that this is
unfair. Thorndike and McCall were nor borrowing random assignment and
the “rotation experiment” (latin-square) from the physical sciences, nor from
R. A. Fisher and his agricultural experiment stations. Instead, they were react-
ing to the mutual criticisms of their own educational-psychology research
community, and inventing research designs that would help rule out the recur-
rent very plausible rival hypotheses generated by their fellow critics.

So too, Campbell and Stanley’s list of threats to validity is an accumulation
of our field’s criticisms of each other’s research. The list of quasi-experimental
designs is a cumulative listing of our discipline’s inventions of ways of ruling
out some of the very plausible rival hypotheses. We can thank Campbell and
Stanley for being conscientious collectors of the achievements of this tradition
of collective self-criticism. (That’s what they were: collators, bookkeepers,
reviewers of the literature.) Their collection of designs is not at all drawn from
physical science. Of course, from the quasi-experimental perspective, just as
from that of physical science methodology, it is obvious that moving out into
the real world increases the number of plausible rival hypotheses. Experiments
move to quasi-experiments, and on into queasy experiments, all too easily.

A second difference between applied social science and laboratory research
is that the still greater likelihood of exrraneous, nondescriptive interests and
biases entering through the inevitable discretionary judgmental components
that exist in all science at the levels of data collection, instrument design and
selection, data interpretation, and choice of theory. As we move into the pol-
icy arena there is much less social-system-of-science control over such discre-
tionary judgment favoring descriptive validity, and there are much much
stronger nondescriptive motives to consciously or unconsciously use that dis-
cretionary judgment, to, so to speak, break the glass of the galvanometer and
get in there and push the needle one way or the other so that it provides the
meter-reading wanted for nondescriptive reasons (Campbell, 1982, 1979a, pp.
84-86).

The next few points about moving the theory of science into the applied
social science arena stem in considerable part from the seriously mistaken
model of applied social science that we social science methodologists offered
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to ourselves and to government in the 1960s, in the period of the Great
Society, in the era of the Office of Economic Opportunity, and Program
Planning Budgeting and Systems. Many of these I have gone over on previous
occasions (Campbell, 1974b; 1979a).

My third point is the mistaken belief that quantitative measures replace
qualitative knowing. Instead, qualitative knowing is absolutely essential as a
prerequisite foundation for quantification in any science. Without competence
at the qualitative level, one’s computer printout is misleading or meaningless.
We failed in our thinking about program evaluation methods to emphasize the
need for a qualitative context that could be depended upon. One example is
frequent separation of data collection, data analysis and program implementa-
tion that was once characteristic of Washington’s funding of programs, in
which one firm would collect the pretest, another firm would collect the post-
test, and a third firm would analyze the data. This easily led to a gullible
credulity about the numbers on the computer tape, with the analyst in total
innocence about what was actually going on in the program implementation
and testing situations.

To rule out plausible rival hypotheses we need situation-specific wisdom.
The lack of this knowledge (whether it be called ethnography, or program
history, or gossip) makes us incompetent estimators of program impacts, turn-
ing out conclusions that are not only wrong, but are often wrong in socially
destructive ways.

Fourth, the evaluation model we offered mistakenly bought into the logical
positivist’s definitional operationism, specifying as program goals fallible mea-
sures open to bureaucratic manipulation (Campbell, 1969a; pp. 414-417,
1979a, pp. 84-86).

Fifth, a one decision/one research ideal was a central feature of our origi-
nal program evaluation model. (This is diametrically opposed to the social
system of the successful physical and biological sciences.) Each program eval-
uation was to be done to support a specific administrative decision. One
researcher-evaluator was to have a monopoly on the resulting truth claims.
This one study was to be the basis for the decision. With this often went a
disregard of prior wisdom and prior science in making the decisions about the
future of the program (Lindblom & Cohen, 1979). The program evaluation
was conceptually tied to refunding, to be the sole or an important base for
expanding or contracting the program.

Such a policy violates common sense as well as the sociology of knowledge.
Had we sat down and thought, What will it do to all of those discretionary
points in data collection if next year’s funding is going to ride on them? Where
are the discretionary points and how can they be distorted?, we would have
recognized that this program evaluation model belied our common expe-
rience, the sociology of bureaurcracy (Blau, 1955, 1956; Ginsberg, 1984) and
of our knowledge as psychologists as to the multiple motives the individuals
implementing programs have, including the motive of being able to feed one’s
children next year. (“Where will another job come from if this program is
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discontinued?” or, “If we report to our client our unpleasant results, where
will next year’s contract come from?” and so on.) These considerations add
into the recurring conflict we all have observed between the evaluation staff
and the program delivery staff. Program evaluation became destructive of
program delivery morale.

A sixth mistake in the model that we in the 1964-1968 period recom-
mended to government was the emphasis on external evaluation of programs
rather than evaluation by the delivery team itself. This again is the complete
opposite of the social customs of the physical sciences, in which passionate
believers in new theories design the research and carry it out. The objectivity
of physical science does not come from turning over the running of experi-
ments to people who could not care less about the outcome, nor from having
a separate staff to read the meters. It comes from a social process that can be
called competitive cross-validation (Campbell, 1984), and from the fact that
there are many independent decision makers capable of rerunning an experi-
ment, at least in a theoretically essential form. The resulting dependability of
reports (such as it is, and I judge it usually to be high in the physical sciences)
comes from a social process rather than from dependence upon the honesty
and competence of any single experimenter. Somehow in the social system of
science a systematic norm of distrust (Merton’s [1973] “organized skepticism™)
combined with ambitiousness leads people to monitor each other for improved
validity. Organized distrust produces thrustworthy reports. In contrast, in
program evaluation, the monopoly of a single evaluation for each program,
with but one decision maker to use it, and the dogma of external evaluation,
all combined to make impossible this crucial aspect of the social system of the
successful sciences.

Another type of mistake involved immediate evaluation, evaluation long
before programs were debugged, long before those who were implementing a
program believed there was anything worth imitating.

A totally unnecessary feature was recommending a single national once-
and-for-all evaluation that would settle the issue forever.

Point nine: There was gross overvaluing of, and financial investment in,
external validity, in the sense of representative samples at the nationwide
level. In contrast, the physical sciences are so provincial that they have estab-
lished major discoveries like the hydrolysis of water (in which electrical
anodes and cathodes generate bubbles of oxygen and hydrogen) by a single
water sample taken from the Soho neighborhood of London in 1903 (see
Campbell [1969b] for a more extended and complex discussion), never cross-
validating the discovery on a “respresentative sample” of all of the water of
the world.

The so-called Northwestern School-—whose center of strength is still at
Northwestern with Bob Boruch, Tom Cook, and their colleagues, and within
which 1 still include Lee Sechrest, Paul Wortman, myself, and most of our
Northwestern Ph.D.s—has been criticized for overemphasis of internal valid-
ity at the expense of external validity. This accusation must be, in a historical
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sense at least, wrong. Who, after all, introduced the great emphasis on, item-
ized all of the threats to, and assembled the controls for external validity
(Campbell, 1957; Campbell & Stanley, 1963, Cook & Campbell, 1979)? Of
course, we are interested in external validity, but we see no point in having a
representative national sample of a repeated regression artifact, or of some
other internally invalid research design.

Tenth, is the neglect of the fact that scientific truths are a collective product
of a community of scientists at any given time. Such a community is self-criti-
cal, gets into the guts and looks under the cover and tries to decide what was
going on in specific experiments. There was a neglect of this insulating layer
of human judgments that are well informed and mutually disciplined. We
somehow assumed in our OEO-PPB&S model that a single computer output
could speak directly to the administrator. Now, however, as post-positivist
fallibilist critical realist, we want our realism to include the real and fallible
processes of data collection and conclusion drawing. We can see vision as the
product of imperfect lenses, imperfect nervous systems, and oversimplified
presumption systems, which lead to generally valid perceptions but also to
optical illusions (Campbell, 1983).

This physicalization, this materialization of the process of knowing, is a
very important part of the historical development of epistemology. Extended
to science we should have seen from the very beginning that social data collec-
tion and social experimentation were social system intrusions into the ongoing
processes, and that putting policy-decision pressure on them would distort
every crushable, squishy, little discretionary link. We were guilty of a doctrine
of “immaculate perception” (as it has been called in epistemology), guilty of
assuming a noninteractive acausal observational process in which all of our
questionnaries and arrangements could describe without disturbing what they
were describing, and in which the people being described as well as the de-
scribers would be unmotivated to bias the meter readings.

BETTER STRATEGIES FOR APPLIED SOCIAL SCIENCE

Our post-positivist theory of science with its social system of science
empbhasis is far from complete. Nor have we yet applied it adequately as an
alternative ideology for applied social science, ready as advice to Washington
whenever the spirit of the experimenting society, that existed under the
regime of the good President Johnson, returns. To be so ready, we must start
arguing now about the pros and cons of alternative models. To help initiate
this I offer the following.

1. I'll call the first alternative the contagious cross-validation model of pro-
gram evaluation. A generous and concerned government provides funds for
developing local programs addressed to chronic sores of society. This local
program funding includes funds for whatever evaluation the program designers
want, including funds for academic consultants. Lots of local programs result.
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When any one of them, after a year or so of debugging, feels they have some-
thing hot, a program worth others borrowing, we will worry about program
evaluation in a serious sense. Our slogan would be, “Evaluate only proud
programs!” (Think of the contrast with our present ideology, in which
Washington planners in Congress and the executive branch design a new pro-
gram, command immediate nationwide implementation, with no debugging,
plus an immediate nationwide evaluation.)

When the high morale program and program results were disseminated,
there would no doubt emerge a group of willing adopters. (Note that before
we had our program evaluation ideology, such borrowing was usually on the
basis of persuasive program plans, and took place prior to even the first full
tryout, as Addie and Murray Levine [1970] have documented so well in one
classic instance.) At this stage, our federal funding would support adoptions
that include locally designed cross-validating evaluations, including funds for
appropriate comparison groups not receiving the treatment. (We might at this
or the next stage have large-scale “external” evaluations, as long as these did
not preclude interpretable comparisons at each site not depending upon full
national implementation.)

After five years we might have 100 locally interpretable experiments. We
would also have a community of applied social scientists familiar with them
all, that had cross-examined each others’ data, suggested and done reanalyses,
performed bias-sensitive meta-analyses, and so on. Many of these scholars
would be tenured university or public school faculty, whose job security
would not depend upon the outcome. From the consensus of this mutually
monitoring research community we would advise government and potential
adoptors.

I leave it an open question whether or not the full-scale dissemination of a
clearly successful program would be done without local cross-validation by
adopters. Fully facing the problems of external validity, and the social histo-
ricity (Gergen, 1982) as to what will work when, would require this. I do
believe we could make it feasible for many programs, and provided classroom
teachers, for example, with realistic means of evaluating the competence of
their own practice, albeit usually without synchronous parallel comparison
groups except for exploratory innovations.

By moving the primary evaluation to the dissemination stage, we are eval-
uating the transferable, borrowable aspects of the program. In the initial zeal
of program developers, exceptional success is frequently due to heroic 80-hour
weeks on the part of key staff, and these are not aspects of the transferable
program. We need to know about effectiveness for the program’s routinized
form. While the problem of generalizing in applied science is substantially
different than in theoretical science. one essential of the “knowledge” pro-
duced is still reusability on different occasions and times.

The contagious cross-validation model is much closer to the model of the
physical sciences. as noted in the previous section under point 6. Let us
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remember that applied social science has more, rather than less, need for
mutual criticism, argumentative reanalysis, and cross-validation than does
physical science. This is just because we lack the possiblity of experimental
isolation, just because our data have to be generated through the cooperation
of persons with strong stakes in the outcome, and just because science (either
physical or social) is done in an arena in which the rival interests in what the
outcome is are so powerful that objective description can become a minor
motive.

Let me give a concrete illustration that is banal and simple. I was an
observer from a nearby but safe distance from the Chicago school system for
many years. Here they were spending millions of dollars on testing programs
that used national norms for an annual humiliation of half of the grammar
schools in the city. That testing program was destructive in its net effect. The
annual humiliation did nothing to improve the schools, told them nothing
about what they could do to make education better, and put tremendous cor-
ruption pressure on test administrations. (Rumored practices were to classify
as many children as possible as abnormal ineligibles, and to manipulate the
time schedules to optimize performance). Thus the annual humiliation was
destructive both of the validity of measurement and of the morale of the teachers.

While there were continual plans and expenditures for individual student
data retrieval, neither the school system nor we designers of quasi-experiments
ever provided a teacher with the ability to tell whether the text chosen for the
current year was better than last year’s.2 We could have also provided individ-
ualized data retrieval disguising the scores so that no one knew what they
were in terms of national norms, providing a comparison base for teachers
based solely upon the previous performance of their own pupils. No national-
norm humiliation need have been involved—merely an ability to tell whether
one was doing better than last year. Such de-normed retrieval capability
would also have provided adventuresome teachers the capacity to try out
alternatives in teaching style. It’s a great failure that we never got around to
doing this. We program evaluation methodologists never provided the per-
spective nor the conceptual tools, nor lobbied the school system for this usage
and against the other.

2. Getting competitive replication into national policy pilot studies. The
contagious cross-validation model is appropriate only where the program
under study can be implemented autonomously by a local unit (be it school,
classroom, city, retail store, or factory). Where the program being piloted has
to be eventually implemented nationally, different sources of competitive
cross-validation must be sought. I am thinking of such heroic studies as the
New Jersey Negative Income Tax Experiment (Watts & Rees, 1977; Kershaw
& Fair, 1976; Pechman & Timpane, 1975; Rossi & Lyall, 1976) and the several
subsequent still larger experiments with guaranteed annual incomes in rural
North Carolina, Gary, Seattle, and Denver. Belonging here too are the Hous-
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ing Allowance Experiments (see Lowry [1982] for the Supply experiments,
Abt Associates and the Urban Institute for the Demand experiments) and the
big health insurance experiments. We need such enormous studies, but should
run them in the future with deliberate efforts to build in some degree of inde-
pendent replication and mutual monitoring. Here are several ways this might
be done.

A. Rather than awarding a single contract, each should be split into two or
more independent experiments, so that all of the hundreds of discretionary
decisions as to how to present the experimental treatment and design the
questionnaires and interviews would be made and implemented by at least two
independent research teams. Such heteromethod replication (Campbell, 1969b;
Cook & Campbell, 1979) is needed for interpretive validity. It would also
provide a small group of informed scientists for competitive cross-examination.

B. There should be adversarial stakeholder participation in the design of
each pilot experiment or program evaluation, and again in the interpretation
of results (Krause & Howard, 1976; Bryk, 1983). We should be consulting with
the legislative and administrative opponents of the program as well as the
advocates, generating measures of feared undesirable outcomes as well as
promised benefits.

C. There should be competitive reanalysis of data from the big studies. The
Office of Economic Opportunity set a great precedent to which we have
inadequately responded. The Institute for Research on Poverty, University of
Wisconsin, has available for reanalysis the data tapes for the New Jersey Neg-
ative Income Tax Experiment, and proper scientific disagreements are emerg-
ing, for example, as to how they handled the attrition problem (Boeckmann,
1981). The have the data from the first big Head Start evaluation, a data set
with a fine record for productive second-guessing (Smith & Bissell, 1970; Bar-
now, 1973; Magidson, 1977; Bentler & Woodward, 1978). I hope they have the
big Performance Contracting study (Gramlich & Koshel, 1975) with the rebut-
tals from the performance contractors. Major classics in this area come from
my Northwestern colleagues (Cook et al., 1975; Boruch, 1978; Boruch et al.,
1981; Trochim, 1982).

The original Coleman report (1966) on educational desegregation has been
thoroughly reanalyzed, so that now we could assemble a half-dozen volumes
the size of Mosteller and Moynihan’s (1972); and from a modern post-positiv-
ist theory of science, we can recognize that only now do we have a competent
applied social science community ready to use the Coleman report in conjunc-
tion with all related research, prior and subsequent, to guide governmental
policy. The original image of one research (one data collection, one analysis,
by one analyst team) to guide one governmental decision, was based upon a
fallacious theory even for pure science, and still more wrong for applied social
science.
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While these secondary analyses are of great value, and should become oblig-
atory for all expensive data collections, we should remember that they cannot
fully correct for the hundreds of idiosyncratic discretionary judgments in-
volved in the initial data collection.

D. Legitimating dissenting-opinion research reports from members of the
research team. The Freedom of Information Act of the late 1960s was one of
the great social inventions increasing the possibility of a valid, policy-relevant,
applied social science. While Rights of Subjects legislation (another great
innovation) has been used to greatly curtail its practical implementation
(needlessly so—see Campbell, Boruch, Schwartz, & Steinberg, 1977; Boruch &
Cecil, 1979, 1982) the legitimating value is still there. It should make possible
competitive reanalyses. Indeed, the Seattle Teachers” Union had used it in
demanding the data tapes from The Office of Economic Opportunity’s (OEO)
Performance Contracting Study before the final report was ready, and OEO
had agreed to this in an out-of-court settlement. (This never lead to a rival
analysis, in part at least because OEQO’s official analysis when it came out
supported the interests of the teachers’ union). In my unpublished but widely
circulated “Methods for the Experimenting Society” (1971a), drawing upon
the unpublished and minimally circulated Gordon and Campbell (1971), we
argue that the voting booth rather than the rat lab should be the methodolog-
ical model in policy research, and that the right to reanalyze data employed in
governmental decision making is fundamentally related to the right to demand
a recount in an election.

Another background for my argument is the great value that whistle-blow-
ing has had for the validity of physical and biological research results when
these have been done under conditions of extreme policy relevance. (I am
thinking of research on the dangers of chemicals to manufacturing workers
and food consumers, the dangers to and effects on humans and sheep of irra-
diation from nuclear experiments and power generators.) While such whistle-
blowing occurs, it is still experienced as a guilt-producing team disloyalty,
both by the whistle blower and coworkers, who may react with ostracism. It
would improve the scientific and political validity of applied physics, chemis-
try, and biology if whistle-blowing were legitimated by reconceptualizing it as
the right and duty to generate dissenting-opinion research reports, and if all
laboratory staff were provided official access to all data for this purpose.
Insofar as our research results are inherently more ambiguous, even more do
we need this in applied social science.

I am making a radical suggestion, but one that we in the American Educa-
tional Research Association, the Evaluation Network, and the Evaluation
Research Society, could right now be put into our guidelines on research
ethics (Stufflebeam, 1981; Rossi, 1982). Moreover, we as individuals could
start it now with our own research assistants. Imagine if you gave every
research assistant (including the neurotic ones with negative Oedipal resolu-
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tions whom you never should have hired in the first place) the right of access
to all of the data and the right to generate minority reports. I have no doubt
that this would increase the validity of the official report (as well as provide
some of the needed competitive reevaluation). We research directors would
write up our reports differently knowing that our righteous and sore-headed
assistants were potentially free to dig up the items on the interview that we
neglected in our final report, to dig up and publicize the disappointing anal-
yses we failed to find room for in our final report, or to reanalyze the data
with a different perspective. Our profession should start designing a model
contract specifying such rights that could be given each employee when hired.

3. Writing up our evaluation research reports for our fellow evaluation
researchers in and out of the universities, is my third suggested reform of our
original OEO-PPB&S model of applied social science. I state it thus because
we so often in those early days chided ourselves for letting our academic
standards and interests get in the way of writing program evaluations geared
to fluent administrative decision making. (I need help in assembling good
examples of this literature.) While I am not attempting to condone irrelevant
“pure” research smuggled in under the applied budget, I am insisting on hav-
ing available (along with the data available for reanalysis) a full academic
analysis for cross-examination by our applied social science colleagues.

Let me stress this through an aside to those of my students (face-to-face and
by the printed word) who feel that the Campbell and Stanley superego has ill
prepared them for life in the real world of program evaluation. Let your
employer or the administrator whose neck in on the block write up the “exec-
utive summary.” Be sympathetic to the social role and predicament of pro-
gram administrators and developers. Do not be a “sadistician” (as one of our
psychoanalysts might diagnose it), forcing them to live up to your own most
punitive standards of scientific rigor (note Devereaux’s From Anxiety to
Method in the Behavioral Sciences [1976]). You protect your own superego by
signing your name to the 200-page appendix addressed to your fellow scien-
tists. We too should be like the physical scientists who advise government
from the consensus of a well-informed, mutually monitoring scientific com-
munity focused on the problem area. These appendices, proper government
funding of conferences, and reanalyses in terms of the plausible rival hypo-
theses we generate, will provide an applied social science base that is more
optimal, politically and scientifically.

The complete sociology of applied-science validity, which I wish I had,
would take into account environmental impacts on commitments to validity
which applied science careers involve. I will use this future agenda, and my
earned status as an academic garrulous grandfather, to permit inserting here
(rather than properly reorganizing this paper) some further advice on main-
taining the Campbell and Stanley superego in program evaluation careers. It
will help if one recognizes that our initial OEO-PPB&S rhetoric got fused
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with a legislative and administrative rhetoric in a way that we should avoid
being mousetrapped by.

Still today, governmental funds are needed to provide relief to the ill, aged,
and underfed. Let us call this problem-specific revenue sharing. But it became
politically necessary for such relief funds to be disguised as “new programs”
that would cure the problems they were designed to alleviate. Including in the
legislation the requirement that the “program” be “scientifically evaluated”
became in many, many instances just a part of the escalated rhetoric, a routine
part of assuring conscientious, responsible custodianship of governmental
funds, on a par with requiring proper bookkeeping and auditing. In such cases
the genuinely worthy goal was achieved when funds were spent locally on the
problem. Local fund-spending on the need was the real “program.” (Paying
too much attention to pork-barrel motives supporting the same goal can dis-
tract from attending sympathetically to the local relief aspects, and the
rhetorical requirements for providing for these needs.) Most such so-called
programs involved no alternate disseminable program package. At best, fund-
ing and staff are added in ungeneralizable ways to preexisting agencies.

For these programs I recommend avoiding laying one’s scientific superego
on the line. Save up those negotiating energies and costs in interpersonal
goodwill that comparable untreated comparison groups, meaningful pretests,
and interpretable before-after comparisons involve to apply to that rare occa-
sion when a potentially valuable innovation is being tried out, or that still
rarer occasion when unique circumstances permit an impact assessment of
current practice. For the “only-rhetorically programs,” do evaluations that are
low-cost in both rapport and money. Collect the opinions of well-placed
observers as to what would have happened without the “program,” and as to
what aspects of it failed and what succeeded. Put in the final report appendix
useful “input” descriptions. Include discussion on suggestions as to how
promising disseminable aspects of local practice, or practitioners’ suggested
innovations as yet untried, might be implemented in the future in ways that
might probe their usefulness.

For such non-programs, evade (if you can) producing any quantitative
estimate of impact. If you cannot, a least in the long appendix surround them
with full discussion of how the setting makes them equivocal. If a cost-benefit
analysis is required, try to get this subcontracted to an economist or opera-
tions researcher whose training has not troubled his conscience with all of the
plausible threats to the validity of the “benefit” estimates available. Avoiding
quantified guessing in highly equivocal evaluation settings is a matter of polit-
ical conscience also. Evaluation reports should enter into political decision-
making processes as one component to multiparty argument and negotiation.
Due to the general prestige of quantified science, not yet earned in our area,
quantitative guesses and computer output carry more weight than they should
in competition with the qualitative judgments of well-placed observers.

“Street wisdom,” or theoretical understanding of the encompassing social
system and the political realities (sympathetic to actors and roles, avoiding
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hostile cynicism) are important components of our “methodology for the
experimenting society” (Campbell, 1971a). It will help to remember what
Rossi (1969) has taught us. The legislative and administrative setting is always
one in which many needs are competing for funds. The most important needs
may indeed have priority for funding. But importance means that these are
stubborn, unsolvable, chronic problems on which normal societal problem
solving has failed. The competition for funds almost guarantees that the tenta-
tive solutions for these urgent chronic problems will be underfunded.

If often seems that programs are designed and implemented just so as to
preclude interpretable comparisons. This may indeed be so, and so because
the designers and administrators have been aware (perhaps unconsiously) that
the program could only be a drop in the bucket, and had no chance of living
up to the claims for panacea that were politically necessary for getting even
that drop (the “overadvocacy trap,” Campbell, 1969a; 1971a; 1971b; Shaver &
Staines, 1971). We program evaluators, expanding our methodological respon-
sibilities beyond the narrow issues of experimental design (while not at all
abandoning these concerns) to include a sociology of applied-scientific valid-
ity, must be sympathetic to this predicament. We must avoid reacting with the
hostile disdain of wounded idealism and methodological righteousness. We
must avoid this not only for the health of the social system in which we partic-
ipate, but also for our own mental health. Our economic and career predica-
ment may give us no alternative but to keep our job. The reaction of
unsympathetic hostile disgust can trap us in self-contempt for prostituting our
scientific skills and ideals. I believe we can avoid this by aspiring to a sympa-
thetic understanding of our program director’s and our own social-system
predicament, and by working as best we can within that system to produce
validly interpretable evaluations whenever feasible and when there is a poten-
tially disseminable program alternative worthy of such efforts.

4. Avoiding “ad hominem” and “ad institutionem” research. A final radical
shift I would like us to consider is the recommendation that we stop using our
fragile tools of experimental design and measurement for purposes of
managerial control and “accountability.” (I thus reverse the implicit recom-
mendations of my early [1956] view that leadership effectiveness is a causal
hypothesis to be demonstrated optimally by quasi-experimental methods.)
Financial costs are one reason; these tools are too expensive to be used for
personnel selection purposes (for selecting the better teacher, principal, super-
intendent), nor is quasi-experimental comparability likely to be available to
make such data interpretable as an effect of skill, effort, and merit. Nor can
we really solve our organizational problems by promoting effective persons
out of their current locations of effectiveness. There are not enough dedicated
geniuses. Overall, we must improve organizations by discovering optimal use
of the energies and abilities of current staffs, rather than by hiring those of
proven effectiveness away from their current jobs.

But my main reason for recommending that we exclude the research goals
of evaluating institutions, social organizations, and persons, is my conviction



44 EVALUATION STUDIES REVIEW ANNUAL

that this use, beyond all others, corrupts the validity of the measures, and may
also corrupt the very social processes the measures are designed to monitor
(Campbell, 1979a, pp. 84-86; Blau, 1955; Ginsberg, 1984). We are thoroughly
dependent upon the staffs we evaluate for the qualitative background required
by discretionary judgments, as well as for generating much of the data. The
social control, organizational management, and personnel evaluation pur-
poses maximize the nondescriptive motives, the motive to influence the deci-
sion rather than (or in addition to) provide a valid description. It would be my
thesis and hope that these distortion pressures are at minimum when what is
being evaluated is a program, an alternative that present staffs could adopt
without losing their jobs. Ler us evaluate alternative programs, not persons or
social units.

This principle of post-positivist applied social science obviously also sup-
ports again the abandonment of the single evaluation, single-decision model,
and the decoupling of evaluation from refunding decisions, or a radical rever-
sal of the present coupling. I return to my near-but-safe-distance observation
of the old Chicago: It was my sincere judgment that there would have been a
substantial saving of program and evaluation funds had the evaluation-fund-
ing linage read, “In the event of no-effect or undesirable-effect outcomes, the
same staffs should continue to work on the same problem with an alternative
program, and with a 10% budget increase above inflation.” (We would, of
course, have needed econometric tuning of that percentage to avoid pressures
toward faking failure.)

CONCLUSION

The problem is turned over to you unfinished and inadequately formalized.
But I hope that I have convinced you that we need sociology of scientific
validity, and an applied social science specialty within it, as a part of the
methodology we bring to our tasks. I hope that you share my conviction that
this can be done in a way that still makes valid applied social science possible
(or, at very least, that we can produce beliefs of enough improved validity and
subtlety to make continuing in our profession worthwhile). If you are con-
vinced of both need and possibility, I call upon you vigorous youngsters to
take up the task of creating an adequate social theory of validity-increasing
applied social science. But if you are convinced of the impossibility, then it is
your moral duty to publicly denounce the pseudo-science in which we inad-
vertently find ourselves engaged. Let us at very least create around the prob-
lem a mutually monitoring, disputatious community of scholars who listen
carefully to each other’s arguments and rebuttals.
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NOTES

1. Suppes’s “Facts and Fantasies of Education” (1973, pp. 14ff.) comes closest. Listing us
under “second order fantasies,” he chides us, sympathetically, for offering no reasons for our
“wholly enthusiastic support of experiments,” no “abstract principles for which ... principles of
experimentation are derived,” no “collection of empirical evidence bearing on the theory of exper-
imentation,” no “defense of the reasons for randomizing in experiments,” and as needing “deriva-
tion from first principles in at least one example.” While Cook and Campbell (1979) may have
gone part way to meeting these and Suppes’s other objections, probably Charles Reichardt’s
(1983) as yet unpublished paper best fills the conceptual gap he and others have noted.

2. Chicago, for all its reputation for corruption, still allowed teachers a list of texts they could
choose among, so they could have experimented with textbooks. Textbook evaluation is a good
place for a science of program evaluation to cut its teeth. A text obviously differs depending on
who is using it, but still it is a relatively specifiable and disseminable program package.
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Evaluation Ideologies

Michael Scriven

New disciplines are often wracked by ideological disputes. In this respect, evalua-
tion is no different from some of the other new entries in the disciplinary sweepstakes
— in recent decades these include sociobiology, computer science, feminist
theory, non-formal logic, serious parapsychology, ethnic and policy studies,
ecobiology, molecular biology, structural linguistics, computerized mathematics,
physiological and cognitive psychology, psychohistory, and others. There is
nothing new about this, as some reflection on the history of evolutionary theory
and astronomy will remind us. But it is hard to achieve perspective on any
revolution of which we are part. The proliferation of evaluation models is a sign of
the ferment of the field and the seriousness of the methodological problems which
evaluation encounters. In this sense, it is a hopeful sign. But it makes a balanced
overview very hard to achieve; one might as well try to describe the ‘‘typical
animal’’ or the ‘‘ideal animal’’ in a zoo.

Evaluation is a peculiarly self-referent subject. In this respect, it is like the
sociology of science; that is, the sociology of science includes the sociology of the
sociology of science and, hence, is self-referent. Similarly, systematic objective
evaluation — the kind with which the discipline is concerned — is not restricted
to the evaluation of microscopes. If it were, it would not include itself. But
evaluation applies to the process and products of all serious human endeavor and
hence to evaluation. The application of evaluation to itself is sometimes called

From Michael Scriven, “Evaluation Ideologies.” pp. 229-260 in Evaluation Models: Viewpoints on
Educational and Human Services Evaluation, edited by G. F. Madaus et al. Copyright ©1983 by
Kluwer-Nijhoff Publishing. Reprinted by permission of author and publisher.
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meta evaluation, and it has generated the standards for educational program
evaluation that are summarized and discussed elsewhere in this book.

Just as it is especially disappointing that the sociology of science — a subject
older than this century and dedicated to a self-referent activity — was almost blind
to the sexist bias in science, no doubt because that bias pervaded sociology of
science as well as other branches of science, so it is depressing to notice the extent
to which certain prejudices continue to shape the practice of evaluation. I have no
doubt that many more apply than I shall mention here — Ernest House has warned
us about some others in Evaluating With Validity (Sage, 1980) — but the ones
discussed here may constitute a useful start for creating the kind of anxiety and
self-scrutiny that will uncover the rest. Later in the paper, I critique standard
evaluation processes in the light of these biases, and I also talk about methods.and
models which avoid them.

These ideologies or fundamental biases that have pervaded much of evaluation
include:

1. The Separatist Ideology. ‘I am an evaluator, you are a subject, she is an
object’”” — i.e., the denial or rejection of self-reference, less kindly described as a
kind of criticism. This is most clearly seen in the failure of evaluators to turn their
attention to the procedures by which they are themselves evaluated as — and
which they use to evaluate others — members of the scientific community. The
most scandalous of these procedures include peer review — for research funding
or personnel decisions — by uncalibrated, unvalidated, and un-followed-up
review panels. It was easy to get away with this as long as evaluation was treated as
meaning first of all the evaluation of students (when the word evaluation occurs in
the title of a book published before 1960, it almost invariably refers to the practices
of student performance assessment), and then program evaluation. Program
evaluation is not self-referent, since evaluating a program does not itself constitute
a programmatic activity. This may have been one of the reasons for the almost
phobic intensity of the focus on program evaluation, though undoubtedly another
reason was that the funding lay in that direction. In any case, we see here an
unhealthy example of parasitism; the constricted notion of what evaluation was all
about fed on the improper practices in everyday scholarly operations, from the
allocation of funds to the selection of personnel. I postulate as the psychological
dynamics behind this kind of error, which would be hard to explain unless there
was a deep motivation for it, the existence of something which I will call
valuephobia, a pervasive fear of being evaluated, which I take to be a part of the
general human condition — with rare exceptions — and to apply to scientists
very generally, evaluators amongst them. We have frequently seen examples of
““going native,”” the phenomenon of field evaluators posted at program sites who
are unable to withstand the social tensions of that role and succumb to the pressure
of need-affiliation, joining the staff in point of view and commitment. Often one
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finds that within a year, staff evaluators begin to develop significant blindnesses to
obvious weaknesses in the program which they are supposed to be evaluating —
weaknesses that they would never have overlooked when they first came in. Going
native may be an empathic response to valuephobia of the staff under one’s
evaluative eye, or it may be motivated by the anti-evaluative backlash from that staff.

Thus, the phenomenon of the unscientific scientist, psychologically compre-
hensible in terms of epidemic valuephobia, represents a simple distortion of
scientific inquiry — separatism — which misrepresents it as requiring a perma-
nent role separation between the observer and the observed. In fact, though
objectivity is hardest to achieve in self-reference, it is an ideal towards which we
must strive, and which we do commonly recognize as part of the obligation of
professionalism. Moreover, though claims to achieve it should be viewed with
suspicion, there are many ways to approach it. So the first ideology that affects
evaluation, driven by valuephobia, is the ideology of the separation of subject and
object in an inappropriate way.

2. The Positivist Ideology. The various phases in the development of evalua-
tion proceeded against a most important backdrop of a great ideological battle in
the philosophy of science, indeed in philosophy as a whole. This was the battle
between the positivists and their opponents, originally the idealists and later many
others. Right though the positivists were to attempt a drastic reduction in the cant
and circumstance of much then-current philosophy, they over-corrected heavily,
and we are still a long way from recovering our equilibrium along with a sense of the
possibility of objectivity in ethics and other domains of value inquiry such as evaluation.

Since it is obvious from a cursory review of the contents of scientific works that
they are frequently highly evaluative and that the evaluations in them are fre-
quently and carefully rendered highly objective by analysis and documentation (I
particularly have in mind evaluations of experimental designs, scientific instru-
ments, the contributions of other scientists, and alternative explanations of the
data), it is somewhat bizarre that science of the twentieth century represented itself
as value-free. Again, one must consider the possibility that this was an ideology
generated to reduce valuephobic anxieties. Surely it is necessary to reach for
psychological explanations of such glaring discrepancies as that between the
assertion that no evaluative judgments can be made with scientific objectivity and
the ease with which evaluative judgments about the performance of students were
produced by the very instructors who had just banned them from the domain of
objectivity. Thus, both in their pedagogical practice and their professional public-
ations, scientists acted as evaluators who were prepared to back up their evalua-
tions as objective and appropriate, yet who denied the possibility of any such
process within the field of their expertise. Since the field of expertise of an
educational psychologist includes the practice of grading educational efforts,
those academics were guilty of the most direct inconsistency.
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Thus, while the separatist ideology or bias rejects the self-referent nature of
science or evaluation, the positivist ideology rejects the evaluative nature of
science. Both involve inconsistencies between professed philosophy and profes-
sional practice, and both have constricted the growth of evaluation severely, since
it violates both taboos. One has only to observe the vehemence with which many
scientists attack the idea of student evaluation of their teaching on a priori grounds
without the faintest consideration of whether there is scientific evidence for its
validity (see the January 1983 correspondent columns of the Chronicle of Higher
Education) to see the separatist ideology at work; and the rejection slips which
accompanied submissions of articles about evaluation to social science journals
prior to the mid- 1960s amply demonstrate the power of the positivist ideology, the
value-free component of which was often and misleadingly called ‘‘empiricism.’’
The wolfdog of evaluation is acceptable as a method of controlling the peasants,
but it must not be allowed into the castle — that is the message which each of these
ideologies represents, in its own way.

3. The Managerial Ideology. When program evaluation began to emerge, who
commissioned it? Program instigators and managers, legislators and program
directors. And whose programs were being evaluated? Programs initiated by the
same legislators and managers. It is hardly surprising that a bias emerged from this
situation. In the baldest economic terms, the situation could often be represented in
the following way: someone looking for work as an evaluator (e.g., bidding on an
evaluation contract) knew that they could not in the long run survive from the
income from one contract. It followed that it was in their long-term self interest to
be doing work that would be attractive to the agency letting the contract. Since that
agency was typically also the agency responsible for the program, it also followed
the evaluators understood that favorable reports were more likely to be viewed as
good news than unfavorable ones. Absent extreme precautions, such as radical
separation of the evaluation office from the program offices and direct reporting/
promotion, etc. of the evaluators by the chief-of-staff, on a highly professional
basis, there was a strong predisposition towards favorable evaluations. It is
extremely noticeable that when the General Accounting Office or the Congres-
sional Budget Office or the Audit Agency or the Inspector General’s Office — all
of which are well-insulated evaluation shops — do evaluations of federal pro-
grams, the results are very much more critical than those done by allegedly
independent contractors, when the contract is let by the agency itself. Even these
““internal-external’’ evaluation shops — the General Accounting Office for
example — are not immune to the bias of ultimate shared self interest, since all are
agents of a government that wants to look good; but there is a great difference in
degree. When we move further down the spectrum, to the usual situation ina
school district where the Title I evaluator may be on the staff of the Title I project
manager, the pressures toward a favorable report become extreme. Everyone
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knows of cases where the project manager simply removes the critical paragraphs
from the evaluator’s report and sends it on upstairs as a co-authored evaluation.

The managerial ideology went far beyond a simple conflict-of-interest bias,
though that reaches so far that perhaps only the appointment of lifetime evaluators,
following the standard legislative model of the appointment of superior court
Justices, could be taken seriously as a countermeasure that showed the society to be
fully aware of the problem. The managerial ideology generated a major conceptual
scheme, which pervasively contaminates almost all contemporary program
evaluations. This is the achievement or success model for evaluation, translated to
the view that program evaluation consists of identifying the goals of programs and
determining whether they have been met. Relevant though that is to the concerns of
the manager, it is of no interest at all to the consumer. The road to hell is paved with
good intentions, and the road to environmental desolation is paved with successful
programs of pest eradication. The distinction between intended effects and side
effects is of no possible concern to the consumer, who is benefitted or damaged by
them alike, and consumer-oriented evaluation is, on the whole, considerably more
important than manager-oriented evaluation. Although goals and objectives are
considerably overrated as aids to good management, resulting in the absurdities of
detailed daily lesson plans which may inhibit good teaching more than they
facilitate it, there is at least some argument for them in a planning context. There is
no argument for them in the evaluation context, except for providing managerial
feedback and for providing meta-managers with some index of the success of their
subordinates in projecting reasonable goals.

Once again, we can find here the cavalier disregard of one’s own behavior so
characteristic of the separatist syndrome. The very program manager who thinks
that goal-free evaluation is either absurd or obscene or illegal, walks straight into
the local automobile dealership and proceeds to evaluate the products there
without the slightest inclination to request a statement of objectives from the
General Motors design team that labored long and hard to produce them. Nor will
any reference to such goals be found in Consumer Reports, widely read by
scientists who loudly proclaim the impossibility of objective empirical evaluation
and by managers who proclaim the impossibility of goal-free evaluation.

Consumer Reports is an irrefutable counter-example to the paradigm of goal-
achievement program evaluation. The coterie of program managers and their
consultants work up many rationalizations to keep program evaluation separate
from product evaluation (*‘people aren’t products,’’ etc.), lest the obvious incon-
gruity between the goal-based paradigm they espouse and the needs-based para-
digm they employ in their own affairs should become too apparent. It is a
phenomenon of some significance that for 15 years all books about the ‘‘new
discipline of program evaluation’’ were entitled evaluation, talked about evalua-
tion, and turned out to only deal with program evaluation. Not only did they
thereby ignore product evaluation, the one kind of evaluation for which we had
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many decades of thoroughly reliable development; but they also ignored personnel
evaluation, an extraordinary achievement since no serious program evaluation can
be done without looking at the treatment of personnel in the program, ie., at
personnel evaluation. Now the treatment of personnel involves considerations of
justice — that is, ethics — as well as some other quite sophisticated methodo-
logical issues, and it comes perilously close to home since it involves the evalua-
tion of people — and even program managers are people.

So we find valuephobia once more leading to extraordinary global and logistical
maneuvers designed — unconsciously, no doubt — to screen off the ethics and
the personnel evaluation as if somehow they could be avoided in the course of
program evaluation. If they were brought in, of course, then we would have to face
the possibility that managers had to be evaluated, that the goals of programs were
just as evaluable as their impacts, and that even ethics itself had to be faced as a
legitimate part of serious comprehensive program evaluation. In particular,
affirmative action issues could not be treated as merely part of the legal back-
ground of program evaluation. They would have to be dealt with as serious issues
with respect to which correct answers have to be discovered — or else most
programs could not be given a clean bill of health.

The managerial ideology dovetailed very nicely with the positivist ideology,
because treating a program as equivalent to its success in achieving its goals was a
wonderful way of avoiding having to make any value judgments. It merely passed
the value judgment buck along to the program managers, accepting their deter-
mination of goals as the presupposition of the investigation. **You tell us what
counts as a good outcome, and we (scientists) will tell you whether you got it’” was
the posture, and it was a very attractive one for the valuephobe. The manager, in
turn, could often pass the buck back to a legislature, and they — if they so
desired — could always blame the public. Goal-achievement evaluation was thus
a smokescreen under which it was possible for adherents of value-free dogma to
come out of the woodwork and start working on some rather well-financed
evaluation contracts. They were not, they said, violating the taboo on making
scientific value judgments; they were just investigating the success of a means to a
given end. They were also, thereby, committed to connivance-without-cavil in
some pretty unattractive programs, including the efforts of the CIA in Central and
South America as well as Southeast Asia. When the radical left of the sixties turned
up these activities, it concluded that such behavior showed that science was not in
fact value-free. All it showed was that scientists were not value-free, a conclusion
which no one had ever denied. Although badly bitten over the politics of these
exposés, establishment social scientists rightly regarded them as irrelevant to the
fundamental logical propriety of the value-free position. For that position main-
tained only that scientific evidence could not substantiate evaluative judgments,
and it never involved the claim that science could not be used for good or ill, by
scientists or others. I have mentioned above, and argued in greater detail else-
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where, that the fundamental logical position — that science cannot substantiate
value judgments — was completely wrong, and indeed obviously wrong; it is for
this error that the social scientists must be condemned, and it was this positivist
error that led to the managerial error. For only if one believed oneself incapable of
disciplined and scientific investigation of value claims could one so readily adopt,
without careful scrutiny, the shoddy value premises of the counterinsurgency programs.

Substantial branches of the federal government are in fact concerned with
product evaluation — perhaps the Federal Drug Administration is the most con-
spicuous example. The very methodology that they employed was one which placed
an absolutely minimal emphasis upon the achievement of the goals or objectives of
the manufacturers or vendors of the product; there was never much doubt that if
something came through the doors of the FDA labeled *‘post-anesthetic analgesic,”’
it would reduce post-operative pain. The problem was always focussed on the side
effects. Now one can hardly evaluate side effects by asking whether they represent
the achievement of the intended effects, to which they are by definition irrelevant.
So what does one use in evaluating side effects? One uses the needs of the
patient — or client, or consumer, or user, or student. Thus, in order to evaluate
side effects, which one cannot avoid doing if one is to do responsible program or
product evaluation, one must have some kind of needs assessment in hand. But if
one has some kind of needs assessment in hand, then one can use it to evaluate all
effects, whether intended or not. Indeed, it is exactly the appropriate device for
doing so. Consequently, one can completely by-pass the reference to goals.
Programs, like products should be evaluated by matching their effects against the
needs of those whom they affect. And that is what the doctrine of ** goal-free
evaluation’’ recommends.

What happens in the managerial ideology is of course that one presupposes the
goals of the program were based upon an infallible and eternally valid needs
assessment, so that one can use the goals as a surrogate for needs. Unfortunately,
that leaves the side effects out of consideration; and it is of course ludicrous to
assume either that managers (or those who employ them) always do needs
assessment, or always do valid needs assessments, or that any such needs assess-
ments, even if done and valid, will still be valid years later when the time has come
to evaluate the program. Needs change, not only because we come to recognize
new ones, but because programs come and go, population demographics change,
the state of the economy varies, and the extent to which needs have been already
met varies. Hence up-to-date needs assessment — or something equivalent to
this, such as the functional analysis that is often a surrogate for needs assessment in
the case of product evaluation — is an essential part of any serious evaluation.

The managerial ideology has another extremely unfortunate error built into it.
Not only does it ignore the consumer’s point of view, disregard side effects and the
Justice of the delivery process, but it also pays little attention to a special concern of
the taxpayer. One often hears managers arguing that their programs should only be
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evaluated on the basis of whether the program goals were achieved, ‘‘because that
is all that they undertook to do.”” The evaluation point of view is not concerned
solely with — and frequently not at all concerned with — the narrow legal
obligations of managers, but also with their ethical obligations, and — transcending

~ the managers altogether — the true merit or worth or value of the program itself.
Now that raises such questions as whether the same results could have been
achieved for less money via another approach, or even for considerably less money
using this approach, despite the fact that the contract was completed within the
allowed budget.

It is of great significance that the whole question of serious cost analysis was
virtually unknown to academic circles until quite recently and that even now it is
not part of the standard training of social scientists within the applied fields. Those
of us in evaluation who have pushed hard for cost analysis as an equal partner in the
team of evaluation methodologies, recall vividly that the notion of cost effective-
ness originated not in the academy, but with the Army Corps of Engineers. And
cost analysis is by no means conceptually clear to this day; the standard references
contradict each other even on the definition of cost (Scriven, 1983).

The effective use of the money available on. the project for which it was
allocated is one dimension of cost effectiveness; another dimension involves
opportunity costs, that is, the comparison of this particular way of expending the
resources with other ways that would have achieved similar or better results. This
second dimension in cost analysis raises the awkward spectres of a series of ‘‘ghosts
at the banquet,’” the ghosts of all the alternative possibilities that were not realized.
Should the evaluator have to evaluate not just the program under evaluation, but all
the alternatives to it? The cost of such evaluations would be unrealistically great.
But if no evaluation is done of the critical competitors — the most important
alternatives — then one can never say that the expenditure on the present project
was justified. And that conclusion, that the project represented the best or even a
justifiable expenditure, is precisely the type of conclusion that many clients for
evaluations request, or need even if they do not request it. In particular, it is part of
the evaluation imperative to address that question unless there are specific reasons
for avoiding it, since it is the question that directly concerns society as a whole rather
than special interests of the funding agency and the managers and staff of the program.

So, it is clear that the managerial bias furthered an ideology that omitted a
number of important dimensions of the most important kind of evaluation — the
systematic and objective determination of worth or value. It is also clear that there
are procedures available to reverse this bias and move towards needs-based rather
than goal-based evaluation, to what we might call consumer-oriented rather than
manager-oriented evaluation. These methodologies include a full range of tech-
niques of cost analysis, including techniques for the analysis of opportunity costs
and non-money costs; the provision of opportunities for those who are evaluated to
respond to the drafts of the evaluation before it is given to the client officially; and
the procedures of goal-free evaluation.
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The latter approach not only represents a counterveiling methodology, but a
useful methodological simplification, because the practical task of identifying the
true “‘goals of the program’’ is often completely beyond reasonable solution. One
may dig into the historical transcripts — the General Accounting Office goes back
to the discussions in committee hearings prior to the formation of legislation —
but one then faces the fact that the working goals of the program change with the
experience of program delivery. Should one then use the goals of the senior staff
members; of the firing-line staff; of the responsible individuals in the funding
agencies; or all of the above at the beginning of the evaluation, or during the
evaluation, etc., etc.? The problems of converting these goals, expressed inform-
ally or rhetorically, into behavioral objectives; of avoiding or resolving inconsis-
tencies in them; of handling the prioritizing of them; of dealing with clear cases of
mistaken empirical assumptions in them; and so on, still remain to be solved.
Goals are often best seen as inspirational devices — they make poor foundations
for analysis.

It is also important to note that for the evaluators to be aware of the goals of the
program is for them to be given a strong perceptual bias in a particular direction,
which, in conjunction with whatever positive or negative effect they possess for
the program, unleashes the possibility of a distorted perception of the results. It is
entirely typical for evaluators to look mainly in the direction of the intended
results, because they know that the client is particularly interested in that direction;
they know that not doing a thorough job in that direction will count against them
for future contracts or employment, and they know that they typically will be
completely off the hook as far as the client is concerned if they report only on
results in that general area. The possibility of this kind of *‘lazy evaluation’’ thus
opens up, and it is all too often enough to keep one busy without a serious search
for side effects. When the field staff do not know the goals of the program, except
in the most obvious and general sense, and are only allowed to talk to the
program’s clients rather than program staff, then they are much more likely to pick
up other effects. For one thing, they are on their mettle with no clues; for another,
they begin to identify with the recipients and that is a much more appropriate
identification — if one has to be made — than with the program staff, not only
methodologically (since it generates a new set of biases that can offset the
managerial ones), but also ethically. After all, the program staff existed only to
serve the recipients, not the other way around. It is therefore extremely unfortunate
f evaluators spend most of their time talking to program staff and relatively less of
their time talking to program clientele. Social linkages created by these contacts
are another source of bias in addition to the perceptual bias in knowing the goals.

There is no need for program evaluation to be done on a wholly goal-free or
vholly goal-based commitment. A mixture of the two — with some staff aware of
yoals and others, isolated from the first group, not aware of them — often works
ery well. A mode reversal is also possible, with the staff beginning their work in
gnorance of the goals and proceeding as far as the preliminary report in writing;
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then being informed about the goals, and proceeding through such further work as
may appear necessary at that point. So one can often eat one’s cake and have it, if
one does it in the right order. Goal-free evaluation roughly corresponds to double-
blind design in the medical field, and for those same reasons is to be deemed
advantageous where possible. It is not, in general, more expensive, though it will
certainly be so in some cases, and it will be less expensive in other cases —
especially since the cost of disruption of staff and services (so often not counted
into the cost of evaluation) is largely eliminated.

Given that evaluation is an essential part of quality control, one learns some-
thing extremely important from the discovery that the very term evaluation is such
anathema in many quarters — for example, in large parts of the federal govern-
ment system — that people go to great lengths to use other language such as
assessment or policy analysis to cover precisely an evaluation process. It is clear
that valuephobia, given the educational background and professional commitment
of most people working in the human services area, is far more powerful than their
commitment to quality. While it may well be true that evaluation is often per-
formed extremely badly, that it may be a damaging activity for worthwhile pro-
grams and involve a risk of unfair treatment for worthy people, that hardly justifies
the extraordinary defensive maneuvering that goes on in order to avoid it or its
impact. The interest in quality control that the Japanese have shown with the
institution of Quality Circles has been widely remarked, but a much deeper and
more serious deficiency underlies the fact that Quality Circies, invented here, were
disregarded until Japan took them up. Valuephobia runs deep.

Another example: there is no such thing as professionalism without a commit-
ment to evaluation of whatever it is that one supervises or produces — and to
self-evaluation as well. Yet few professional schools have even the most superficial
curriculum commitment to evaluation training of any kind, let alone of professionals.

At the very least, one would expect to find some willingness among managers
to treat investment in evaluation on a straight investment basis; since it is clear that
it makes claims to pay off in much the same way as any kind of management
consulting pays off, or indeed in the way in which computerization pays off,
managers who were seriously oriented towards quality consideration would cer-
tainly run up some experimental evidence as to the extent to which evaluation by
certain evaluators, done in certain ways, etc., pays off or does not pay off. While
most program evaluation may be too biased and superficial to be worth following
up, it is patently obvious that good product evaluation and good personnel
evaluation can pay off very many times over. There are also a number of clear
cases where large-scale program evaluation has paid off by factors between 10 and
100. (The doctrine that evaluation should more than pay for itself, on the average,
is a meta evaluation criterion of merit and has been referred to as the doctrine of
cost-free evaluation.) Thus, the managerial bias is carried to the extreme of a very
self-serving indulgence in valuephobia.
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4. The Relativist Ideology. Whereas the positivists were committed to the
view that there was some kind of definite external world about which we learned
through our senses and through experiments, more recent philosophy of science
has tended to move away from this realistic’’ or *‘external world’’ commitment
towards the view that everyone has his or her own reality, all equally legitimate.
And evaluation has been very much influenced by this movement in the philosophy
of science. Throughout this book, in articles by the most distinguished workers in
evaluation, one finds not only a shying away from the notion of objective deter-
mination of worth — as in Cronbach’s aversion to summative evaluation — but
also a shying away from even the notion of objectively correct descriptions of
programs. Multiple perspectives, yes; multiple realities, no. While it is in my view
perfectly appropriate to respond to the obvious need for multiple perspectives and
multiple levels of description by abandoning any naive assumption about the
existence of a single correct description of objects in the external world (including
programs), it is equally mistaken to overreact in the direction of solipsism or
relativism. The relativist ideology or bias is, in my view, a case of such overreac-
tion; it is often to be recognized by the emphasis placed by its supporters upon the
impossibility of establishing “the truth,’” or *‘the existence of acorrect view of the
world,”” and so on. If it were really the case that there is no objective superiority of
some descriptions above others, then there could be no discipline of physics any
more than evaluation. The concept of relativism is self-refuting; if everything is
relative, then the assertion that everything is relative cannot itself be known to be
true. So, although we may reject the existence of a single correct description, we
should not abandon the idea that there is an objective reality, though it may be a
very rich one that cannot be exhaustively described. It may even be one which can
only be described in a non-misleading way by giving descriptions which are
relativised to each audience; we may concede all this, and yet insist that in many
cases there is such a thing as a correct — though not a unique — description
(given a certain audience and level) by contrast with a number of incorrect
descriptions. Indeed, these descriptions may involve descriptions of the merit,
worth, or value of parts or aspects of the entity being investigated.

It has been argued above that the very core of science, as of other disciplines, is
committed to the objectivity of evaluation — in fact, if one could not distinguish
good from bad scientific explanations, one could not be said to be a scientist at
all — and there is thus no shame or indeed any further commitment involved in
treating evaluation as an objective discipline. The fact that ethical issues must also
be handled raises the question of the status of objectivity in that subfield of
evaluation; but whatever decision one comes to there, one cannot weaken the
resolve with which one must address the search for the best and the better and the
ideal when evaluating all aspects of a program other than the ethical. Programs are
simply very complicated institutions, but they are no more complicated than
theories or even experimental designs, which we have no hesitation in evaluating
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by strictly scientific criteria. It is a modest enough — and surely a scientific —
suggestion that we should evaluate programs in terms of their latent rather than
their alleged function.

Thus, I see the re-emergence of relativism as the latest and most serious bias in
evaluation methodology, because it comes from the evaluators themselves. It is
quite easy to show that those who support it officially actually disregard it in their
common practice. Just as managers act as goal-free evaluators of consumer goods,
so relativists act as objectivists in their grading of their students or of the interpreta-
tions by their colleagues of certain experimental results. This inconsistency
between practice and philosophy is a sure sign of the immaturity of this field at the
present moment. There are many other such signs, and in the ensuing paragraphs
we will call attention to a few standard evaluation practices that violate some of the
most obvious criteria for systematic evaluation — and yet have not been univer-
sally condemned by professional associations of evaluators and often are not even
seen as particularly relevant to the narrowly conceived business of program
evaluation. In the course of discussing these examples, albeit very briefly, we will
also take the opportunity to introduce one or two conceptual distinctions that
clarify practices and malpractices as well as referring to the four fallacious
ideologies that we have outlined above.

The Social Science Model. This set of four fallacious ideologies often seems to
congeal into something that could be called the traditional social science model of
evaluation. Since we are here proposing a set of alternative positions or ideologies,
which we will elaborate in modest detail below, it can be argued that we are
proposing an alternative and more appropriate model for the social sciences. Thus,
if this argument is correct, evaluation should lead us to a considerable sophistica-
tion of the rather primitive philosophy of science that has been associated with the
social sciences, and one might sum this up by saying that evaluation turns out to be
a better model for the social sciences than they have proved to be for it. Taking this
view seriously, one looks more carefully at the publications in the traditional social
science journals and sees many ways in which these could be increased in their
value, to science and to society, if a range of further questions were to be addressed
about them, both at the design level and the meta level. So there is a second goal for
this paper, the commitment to substantial reform of the ideology and hence the
practice of the social sciences and not just of evaluation.

The examples that follow come from educational experience, not just because
we are all familiar with such cases, but because it may be that the largest payoff
from improvement in evaluation can be achieved if reforms in educational evalua-
tion take place — by contrast with reforms in the administration of criminal
justice or other human services. The examples chosen scarcely exhaust the area;
we could have focussed solely on the kind of evaluation that underlies the current
mania about computers, e.g., the absence of serious needs assessment behind the
push for teaching BASIC as “‘computer literacy.”’ But we focus on older sins.
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The Evaluation of Student Work. In this most common of all educational
experiences, we find example after example of methodological misconceptions and
misdirections, which clearly show how well segregated our intellectual efforts
were from our pedagogical practices. It is only as the discipline of evaluation has
grown to some degree of autonomy and as external social pressures have forced us
to re-examine the evaluation of students that we have come to raise our eyebrows
over practices which many of our most intelligent and best-trained social scientists
had set up and nurtured for decades.

We will not here rehearse the whole sorry story of the abuses of norm-
referenced testing and the gradually improving mix with criterion-referenced
testing that is emerging. As the fights over minimum competency achievement tests
for graduation or promotion, over the definition of test bias, over the concept of
instructional validity, and about other issues are reaching a more mature level of
discussion, assisted by the courts and public opinion as well as the scholars, we are
seeing the development of evaluation by contrast with mere testing. We will here
simply comment on a basic logical point that has not been treated with appropriate
respect in the literature on measurement, but which becomes crucial as we attempt
to develop the logic of evaluation in any consistent and comprehensive way. The
basic logical relations in evaluation seem to be four in number: grading, ranking,
scoring, and apportioning. The following definitions are partly stipulative, but
involve very little straightening out, being mainly a reflection of the implicit logic
of the common terms. Grading is the allocation of objects to a set of classes that are
ordered by merit or worth; the number of classes usually being small compared to
the number of entities graded, and the description of each class being given in
terms that refer to some external standards of merit or worth, i.e., not simply to
relative position. Ranking is the allocation of individuals to some position in an
ordering, usually one where the number of positions is equal to or almost equal to
the number of individuals; the order being by merit or worth. Scoring is the most
elaborate standard mensurable approach associated with evaluation; it involves the
ascription of a quantitative measure of merit or worth to each individual in the
group being evaluated. And apportioning is the process of allocating a finite
valuable resource in varying amounts to each individual as a means of expressing
an assessment of merit or worth. Certain obvious connections and lack of connec-
tion can be quickly stated. Ranking does not imply grading nor vice versa; scoring
will entail a ranking but not a grading (in general); neither grading nor ranking will
entail an apportioning, although apportioning can be defined in terms of a very
complicated set of gradings and rankings of parts of whatever is being evaluated,
whenever such parts can be identified. Both criterion-referenced and norm refer-
enced tests require cutting scores in order to define a grading; normed tests always,
and criterion referenced tests sometimes, define a ranking. The body of basic
training in tests and measurement is weak on these distinctions, because of the
valuephobic exclusion of explicit discussion of merit. As a result, elementary
mistakes are to be found in almost every text and in many published tests, where
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confusions between these types of evaluation are rampant. A typical example
occurs when the translation of the ratings on a five point rating scale is given as
excellent; very good; average; below average; very poor. The first two of these
refer to grading; the next two refer to a norm-referenced or ranking approach, and
the last reverts back to a grading approach. The scale is logically unsound since the
average performance of the group being rated may be very good, or poor, or
anywhere else, so there are often two correct responses. The ‘‘anchors’’ given
presuppose a more or less normal distribution and a coincidence of the upper
reaches of the distribution with excellent performance (and correspondingly with
the lower reaches), boih of them are extremely implausible assumptions in most
contexts of student evaluation.

The concept of grading on the curve, another symptom of valuephobia,
exhibits the same distortion of the difference between grading and ranking. With
typical managerial bias, it assumes that the difficulty level of the test has been set at
precisely the right point so that the top ten percent (or 15 percent) which are
automatically given an A will in fact deserve to be regarded as having performed
not merely superior work (which is tautologically correct) but excellent work, and
similarly for the other grades. If it is argued that psychologists ascribe no imore
significance to the A than top decile performance, then we must focus on the
bottom end of the class and inquire why it should be assumed that there must
always be ten percent who fail. Obviously, such an assumption is completely false
in many circumstances, and, if false at that end of the distribution, the converse
must be in question at the other end. And in the middle.

Of course, built into the very conception of scoring that leads to the norinal
distribution used in grading on the curve is precisely that identification of merit
with a point in the scoring system, the commitment to an independent assessment
of worth or value, that is supposedly rejected by going to grading on the curve. If
one is prepared to commit oneself to the view that any point, however earned on
whatever question in the test, is of equal value — the assumption without which
one cannot justify scoring at all as a basis even for ranking — then one might as
well commit oneself to the rather more modest assumption that one can identify a
truly excellent or hopeless performance not just by its salience.

Another example of logical confusion occurs in funding decisions, where the
review panel is instructed to rank or grade programs, whereas apportioning is the
question at issue. (Using the wrong instructions may, however, make managerial
manipulation of the results much easier.)

Teacher Evaluation. The evaluation of research has always been thought to be
relatively straightforward by comparison with the evaluation of teaching; close
examination of the implicit assumptions in the way research evaluation has been
done has led to increasing disquiet with this in recent years, and a great deal more
needs to be done towards developing reasonably objective standards for the
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evaluation. But the evaluation of teaching and teachers is much more of a scandal.
A great deal has been written about this recently, and we will simply make two
points here. First, it has rarely been remarked that there is a complete difference
between an evaluation of merit and an evaluation of worth in teaching, and that
these two considerations have quite different relevance to different kinds of
personnel decisions. The evaluation of worth (to the institution) is an evaluation
which brings in questions of the salaries in the marketplace, of the extent to
which the subject matter is popular or essential to mission, of payoffs from fame
(in the media sense) of the instructor and so on. None of these is involved in the
evaluation of professional merit, a property of the individual and his or her
performance against the standards of merit in that profession. Thus, a teacher at
the college level may have the greatest merit and be of so little worth to the
institution that it does not make sense to grant tenure, simply because the subject
matter in which this instructor specializes no longer draws any students at all; the

reverse may also be true of the great showman or grantsman who attracts income

and/or students but does so without a foundation of true professional merit.

Roughly speaking, initial and tenure appointments should be made on the basis of
worth as well as merit, but promotions and awards should be made solely on the

basis of merit.

A second interesting point that can be made about the evaluation of teachers
concerns the fact that the universal procedure employed in the evaluation of
primary and secondary school teachers is invalid for every possible reason. That
procedure consists of visiting a very few classes, often with advance notice and
using checklists or subjective judgment to determine whether appropriate practices
are occurring during the visit. The sample size is too small to be of any use, even if
the sample is random; the sample is not random, since the measurement process
may affect the treatment; the judge is not free of significant social biases from
non-classroom relationships with the teacher; the checklists are invalid; and finally
the judge is completely invalidated as a detector of learning gains, which must be
regarded as at least a major part of what teaching is all about. The continuance of
this practice in the light of these obvious invalidities is a reflection upon the
state-of-the-art of (or interest in) evaluation amongst professional administrators
and teachers. It should, of course, be noted that neither unions nor management
would benefit from switching to an alternative approach since neither is rewarded
for the replacement of bad teachers by good ones, and indeed would be heavily
punished by the emotions, costs, and struggles that would be involved in a
changeover. Only the children and the taxpayer are cheated and their representatives
are not yet sufficiently sophisticated to speak up about the impropriety of this process.

Apart from this generally dismal situation, there is an extremely interesting and
more sophisticated point involved. Supposing that we had established a very
reliable list of indicators of good teaching, and that we were able to observe
teachers at work without affecting the way they teach, ina large enough sample
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of lessons. It seems that then our problems would all be solved. (In fact, we do
have one such indicator, not the dozens which are widely touted; it appears that
sample of lessons. It seems that then our problems would all be solved. (In fact, we
do have one such indicator, not the dozens which are widely touted; it appears that
““interactive time on task’’ is a good indicator of amount of learning.) We now
come to see one of the more radical differences between formative and summative
evaluation. For purposes of summative evaluation — that is, in this context, the
making of personnel decisions — we cannot use statistical indicators of merit that
refer to only one or some aspects of the performance. This claim of course directly
contradicts the standard operating procedure in the evaluation of teachers. We
cannot use such an indicator any more than we can use skin color, even when we
are in possession of job-related, valid generalizations about skin color, e.g., that
the crime rate is higher among blacks, and the oppression rate higher among
whites. We cannot use such generalizations in the evaluation of individual cases,
because, in the first place, they apply only to randomly chosen samples from the
population to which they refer, and the individual in a personnel evaluation
situation is by no means a random sample — we know much too much about such
individuals for them to be *‘representative’” or *‘typical’” or *‘random”’ samples of
that population. In the second place, if we do not know more than this about the
individual in a personnel decision case, then we can and should go out and get
some more evidence, evidence directly related to track record performance in this
or the most similar work situation we can identify in their case history. This is
scientific common sense. The ethical imperative, in addition, requires that we not
use membership in a very general class as the basis for judgment about the
individual; we have various terms for the associated error, for example, ‘‘guilt by
association,’’ or ‘‘stereotyping.’’ Since there are always feasible and superior
alternatives to these generalizations in personnel work, there is no justification for
using them. In the case of summative teacher evaluation, the clearly superior
alternative is the use of direct evidence of learning, plus appropriate standards
obtained from suitable comparisons with other teachers of similar children. (Even
holistic ratings by judges present most of the time, who lack the chance to acquire
social bias, will be superior; which is to say, student evaluations of teaching.)
The various absurdly primitive attempts to use pupil performance as an indicator
of teacher merit have produced an understandable backlash against this kind of
approach; but when the comparisons are made with other teachers of children in
the same school, where allocation to classroom is almost entirely random — or to
children in similar schools serving essentially similar populations — then the
difference in final achievement on a sound common test must be due to the
differences in teaching ability. Minor differences are of no interest since the
matching is not perfect and circumstantial variables will have some minor effects
(e.g., classroom architecture, the presence of a single highly disruptive student,
etc.) However, if multiple measurements of student gains are made (e.g., in an
elementary school, three successive measurements across three successive terms)
there is not going to be much doubt that teachers who are always two standard
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deviations off the mean are either genuine super-teachers or genuine failures. The
courts having upheld this kind of evidence as grounds for dismissal; we should
now be using it. (Where it is not available, student evaluations are the best alternative.)

Of course, even though the courts have upheld the use of comparative gain
score evidence alone, it is not all that we should be gathering. We also need
evidence of the quality of the content taught and not covered in the test. This is
readily obtainable by inspection of materials (especially student products) by a
curriculum specialist or even by a principal with experience in this area. We also
need evidence about the ethicality and professionality of the teaching process.
(Where student ratings are used instead of gain scores, the evaluation of all content
becomes crucial.) The ethicality of the teaching process is not a matter of whether
one uses negative reinforcement rather than positive reinforcement — often
inappropriately regarded as cruel and unusual punishment by supervisors and
principals. It is rather a matter of whether there is flagrant disregard of due process
and considerations of justice, e. 8., by the use of sexist or racist remarks or
practices; by unfair grading practices; and by inappropriate test construction. This
will best be picked up by a review of the test materials and anonymous student
responses. Finally, although it is not absolutely essential, it is highly desirable to
use evidence of professionality, usually best based upon a dossier submitted by the
instructor. Professionalism requires self development, so evidence of advanced
courses in both subject matter and method would be relevant. It requires self-
evaluation; so it requires evidence that testing of one’s teaching success, including
(usually) the use of student evaluations, has been obtained. Both of these consider-
ations require a steady process of experimentation, with new materials and
approaches. Even a program of critical reading of new and promising literature or
current research literature would be relevant to these considerations and could be
documented in such a dossier.

The preceding will generate a highly satisfactory model for summative evalua-
tion. But does it not, in one version, involve a violation of the very principles
which it was set up to support? In using student evaluations, especially as our only
indicator of learning, are we not using an indicator that has only a statistical
correlation with merit in teaching? This is true, but this is one of the cases where a
statistical indicator may be justifiable. To see why, consider an even more extreme
example. Test scores by students on well-constructed scholastic achievement tests
are used in order to select the entering class for colleges and graduate schools. But
it is well known that such tests are not infallible indicators of what we may take to
be the criterion variable — success at those colleges. If they are ‘‘merely statisti-
cal indicators,”’ then surely we are not entitled to use them since they violate the
principle of judging the individual on the basis of his or her own work rather than
on the performance of people who are related by some statistical generalization to
the individual being evaluated? The reader will no doubt notice two crucial
differences about this case. In the first place, we are using the individual’s own
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work, a comprehensive and relevant work sample, in fact. In the second place, we
do not have a feasible and better alternative available, (cf., also the validity of an
end-of-term course exam).

People sometimes propose that the use of the high school teachers’ evaluations
of the college-bound student — based, as they are, upon very extensive observa-
tion — would be superior to the use of test scores. Investigation shows that this is
not usually the case, essentially because of the problem of inter-judge unreliabi-
lity. In short, it is not a systematic alternative because there is no feasible system of
having the same set of judges look at all candidates, so the test — which is
administered in the same form to all candidates — wins on the swings of reliabi-
lity what it loses on the roundabouts of inadequate work sampling. And so itis with
student evaluations of teachers. Especially when the questionnaire is appropriately
constructed and administered, a high score has a good positive correlation with the
learning outcome. Of course we could always directly measure the leaming
outcomes — that is not the problem; the problem is identifying the extent to which
the gains are due to teaching merit (as opposed to the textbooks, peer interaction,
and intellectual or familial background), and deciding on the cutting scores that
will separate good teaching performance from bad. Absent the comparative
situation described earlier, our only alternative is the use of student evaluations.
Now these evaluations are holistic evaluations of the particular work of the
particular individual, not evaluations of part or one aspect of what the teacher does
(cf., brief visits or time-on-task measures); they are probably related to learning,
and they include allowances for other causes and for what could have been done,
by contrast with what was done. The method is imperfect of course, but based on
considerable exposure to other teachers, in the consumer’s role. In short, they
provide us with the comparative dimensions that we lack if we just collect gain
scores. (It does not follow, by the way, that we should use a comparative question:
“‘Rate this teacher against others you have had. . . .’ That will get you a
ranking — but few personnel decisions can be based on a ranking, certainly not a
promotion or tenure decision. That’s grading on the curve. You must ask for a
grading: ‘‘Rate this teacher A-F, where A means excellent . . . F means extremely
bad.’’ The student’s experience with other teachers will create the range of the
feasible; the top of that range is the locus of excellence.)

While time-on-task measurements are empirically related to the performance
of the individual, as is skin color, the relationship is of a weaker kind, one that does
not survive an increased specification of the individual’s characteristics. Student
evaluations are holistic of both individual and performance and, though by no
means perfect, are — as far as we know and as we’d expect — superior to ratings
by any other general category of judges (e.g., principals Or SUpErvisors or process
experts) though we certainly need more sampling of the matrix of subject matter by
age, by school environment, etc., to support this claim more substantially. Hence,
we should be using them in the high school and college situation, where there are
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usually no comparative norms available. When comparisons are possible, as with
multi-section freshman courses in college, it is preferable though sometimes
politically impossible to set up random allocation, common tests and blind grading,
and revert to the use of comparative norms.

The preceding discussion will make clear the way in which ethical considera-
tions interact with scientific ones in personnel evaluation. It should also make clear
the important distinction between holistic and what can be called analytic evalua-
tion — one might use the terms macro evaluation and micro evaluation instead.
The holistic evaluation is an evaluation of the total relevant performance, whereas
the analytic evaluation evaluates some component or dimension of that perfor-
mance. The evaluation of components is in some ways more useful for formative
evaluation than the evaluation of dimensions, because it is likely to be easier to
manipulate components than dimensions. But either may provide an adequate
basis for assembling or justifying an overall evaluation. Counterintuitively, how-
ever, it transpires that we have clear evidence showing holistic evaluation is
sometimes considerably more valid — as well as far more economical — than
syntheses of micro evaluations. The problem with the analytic approach to overall
evaluations is that the assembly of component scores or grades involves a
weighting and combining arrangement of typically unknown validity. (See The
Evaluation of Composition Instruction, Davis, Scriven, & Thomas, 1981). The
evaluation of teaching also illustrates clearly the differences among evaluation,
explanation, and remediation, so often confused in program evaluation, where the
client frequently demands that the evaluator submit remedial recommendations as
well as an overall evaluation. Attractive though that is to the client, and important
though it is to do it when possible, there is often an urgent necessity to choose
between sound summative evaluation and relatively unreliable and more expen-
sive formative evaluation. It is fairly easy to evaluate teachers on the basis of their
success, where one can get appropriate comparison groups set up; but it is not a
consequence of the validity of this evaluation that one can give any advice
whatsoever to the teachers who perform less well as to how to improve their
performance. The reason for this is not only that the best approach to summative
evaluation is often holistic; it is also that we lack the grounded theory to provide the
appropriate explanations, since all efforts to find components of a winning style
(apart from interactive time-on-task which is only marginally describable as
“‘style’’) have so far failed. Absent a diagnosis of the causes of failure, whence
comes a prescription?

Although the traditional approach to remediation is through explanation, the
occasional success of ‘‘folk-medicine’” demonstrates the possibility of finding
remedies whose success is not inferred from a general explanatory theory, but
discovered directly. And so it is with teaching; we might find that a certain kind of
in-service training package is highly successful, although it does not proceed from
an analysis of the causes of failure. It is thus triply wrong for a client to demand
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micro explanations as part of an evaluation as a route to remediation or justifica-
tion. They will not necessarily lead to remediation; there are other ways to get to
remediation to provide evidence for the validity of the evaluation. The latter is
provided on a holistic basis, €.g., by correlational data relating evaluations by this
method (or these judges) with the subsequent performance of the criterion variable.
Of course, remedial suggestions are often obvious or easily uncovered from an
analytic summative evaluation; but not always and the analytic approach is often
not the best one.

I have already mentioned that if one approaches the evaluation of something by
evaluating components or dimensions of it, which are then assembled into an
overall evaluation, serious problems of validation arise about the formula used for
assembly. I have discussed elsewhere the use of some traditional approaches, e.g.,
weighted-sum with overrides, and we have of course the well known model of
cost-benefit analysis, in which we reduce costs and benefits to a single dimension
and thereby convert evaluation into measurement. Much more needs to be done
about the synthesis step in program evaluation; the present trends, partly because
of the difficulty of this step and partly because of the influence of the relativist
ideology, is towards mere *‘exhibiting’’ of performance on the multiple dimen-
sions involved. This is simply passing the buck to the non-professional, and
represents far less than the appropriate response by a professional evaluator.

Review

What is emerging from our discussion of these common evaluation practices? Two
points. On the one hand, we are seeing gross errors of practice emerge under
critical study, and it is not hard to see how these reflect — directly or indirectly —
the ideologies or biases we have discussed. By far, the greatest influence of those
ideologies is indirect in that they have discouraged recognition of the essential
self-reference and evaluative nature of science; discouraged emphasis on the
client’s perspective; and discouraged any sustained commitment to the existence
of correct versus incorrect conclusions.

The Consumerist Ideology. For many people, committed to the relativist
ideology, it follows from the fact that one is attacking some ideologies that one
must be supporting another. This is in error as a general conclusion, but itwould be
fair to say that the sum total of all the criticisms so far does add up to a
point-of-view that needs to be made explicit at this point. I'll use a label for it that
has been contaminated with largely irrelevant opprobium, but still retains enough
common meaning and a connotation of an ethically appropriate position; I'll say
that we have been presenting a consumerist ideology. Consumerism is like
unionism; both came into existence to represent a movement which, even from the
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beginning, involved some wrong activities, while representing a long overdue
balancing of power and involving an essentially moral concern with people who
had been left out of the reckoning. By and large, consumerism has done well by us,
from the first day that Ralph Nader provided an over-simplified and in many ways
unjustified analysis of the General Motors Corvair automobile, although it has
brought with it some overkill pseudo-safety and pseudo-consumer protection
legislation. The essential point of the consumerist ideology in evaluation is that all
parties affected by something that is being evaluated should be taken into account
and given at least their appropriate moral weighting — and in many cases, an
appropriate opportunity for explicit participation and/or response to the evaluation
process or outcome.

We can proceed quite briefly with a few more examples of bad practice still
tolerated because of acceptance of the fallacious ideologies, and then conclude
with a brief description of a model of evaluation methodology that can be said to
unpack the consumerist ideology, just as the goal-based evaluation model unpacks
the managerial ideology.

The Evaluation of Educational Institutions by Accreditation. Just as there is
a completely standard model for primary or secondary teacher evaluation, so there
is one for the evaluation of primary, secondary and professional schools. This
model, accreditation, has a number of distinctive features, some virtues, and a
number of serious weaknesses that cannot be dismissed as due to constraints on
resources available for accreditation.

The distinctive features of accreditation, nearly all present in all applications of
this approach, are:

1. The use of a handbook of standards, involved in several other components,
beginning with

2. A self study by the institution, resulting in a report on how well they are
achieving what they see as their mission; which is read by

3. A team of external assessors, usually volunteer members of the same general
professional enterprise, who not only read the self-study, but also make

4. A site visit, usually for one to three days, which involves direct inspection of
facilities, interviews with staff, clients, and students, plus review of prior
reports, and which results in

5. Areporton the institution, which usually makes various recommendations for
change and for/or against accreditation (possibly with various conditions);
this report is subject to

6. A review by some august panel, at which the right to appeal against the
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recommendations is sometimes granted to the institution being evaluated and
at which some censoring of the recommendations sometimes occurs; after
which

7. A final report and decision is issued.

Some of the desirable features here include: some use of external evaluators,
self-scrutiny as a method of preparing the ground for the external suggestions and
for providing a linkage group with the external assessors, a review process which
gives some chance to address injustices, and a rather modest cost. Within this
general framework, good evaluation could indeed be done. But it is rare to see it done.

We’ll pick up only a few of the problems, more to illustrate than to provide a
thorough analysis. We can conveniently group the problems under the same
heading as the components.

1. The handbook of standards is usually a mishmash ranging from the trivial to
the really important, and there is usually no weighting suggested. (Sometimes
there isn’t even a handbook of standards.) Consequently, the bits and pieces can be
assembled in more or less any way that the panel feels like assembling them,
without any focus on the justification of the implicit weighting of such a synthesis.
It is common for the handbook of standards to begin with some piece of rhetoric
about how institutions should only be judged against their own goals, but yet we
will find buried in the handbook a number of categorical standards that must be met
by all institutions. This inconsistency reflects a failure to resolve the ideological
tension between managerial and consumerist approaches. Managers do not want to
be blamed for not doing what they did not undertake to do; on the other hand,
consumers do not like to be treated badly and don’t much care whether the
maltreatment was unintentional or not. Ethics obviously requires that the rights of
consumers be protected at least in certain respects, so that minimum standards of
justice should be met by all educational institutions. It might also be argued that
public institutions have some obligations to provide a service that is reasonably
well-tailored to public needs, and that even private institutions — who may select
more or less whomever they wish to enroll — must nevertheless provide services
that are related to the needs of those whom they do enroll. (Note that the absolute
standards one does encounter in these typical standards checklists are usually
considerably less ethics-related than the ones just mentioned, indeed are often
highly debatable; e.g., the requirement of vast libraries for graduate programs.)

2. The self-study is frequently devoted towards a review of goals in the light of
mission, and of achievements in the light of goals. This tends to involve the usual
managerial biases, because of the failure to give due weight to the consumer; in
particular, there is poor attention to the need to search for side effects, there is little
concern with comparisons or cost-effectiveness, and usually little concern with the
ethics of the process. (This of course varies considerably across the huge range of
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accredited institutions, but of the many that I have seen from the medical and legal
area as well as from many college and high school reports, the above seems to be a
fair generalization.) Another type of weakness emerges at this point; there is rarely
a professional evaluator on the internal self-study review team, and consequently
many of the usual traps are fallen into, including careless ascriptions of casual
efficacy to programs, misinterpretations of data about learning gains, and alleged
success of graduates and so on. It is impossible to expect that there will not be some
adjustment of goals to achievement — and this may sometimes be healthy — but
it does provide an opportunity to duck behind goal-relativism, which is allegedly
the standard by which the accrediting association will make the final judgment.
Thus the managerial bias is supported by the relativist one.
3. The team of external assessors is usually picked from volunteers, and,
consequently, professional evaluators and the busiest administrative analysts and
consultants are more or less automatically excluded. Professional evaluators are
by no means automatically an advantage on these panels; it would be absurd for a
professional evaluator to assume that they are. The only imperative is that they
should sometimes be present and that careful meta-studies should be done to see if
this does lead to any improvement. The idea that one can dismiss the supposed
experts entirely seems naive, given the low quality of the usual reports. It must be
expected that professional evaluators will have to be paid for this activity, so the
price goes up; that price could be offset by reducing the size of the panel, since the
indirect costs per diem and travel are quite substantial. We should find out whether
some professionalism would offset some loss of numbers. There could also be
systematic studies with funds from foundations, to see whether the addition of the
best management consultants and evaluators will yield cost-saving suggestions
that would compensate for increasing the fees to cover their costs. There would
then be problems about equity as far as the still-unpaid members of the panel are
concerned and serious problems about total cost. However, the quality of the
evaluation reports, judged against professional evaluation standards, is so spotty
that the entire process should be subject to serious scrutiny; it hardly constitutes an
acceptable way in which to evaluate most of our important educational institutions.
Professionals and other busy people are not the only ones left off by the process
of volunteering and subsequent selection, usually by central staff personnel. There
is a strong tendency to leave radicals and other ‘‘extremists’’ off the panel. No
doubt there are accreditation units here and there — I know of one — where this
is not true; but it is certainly the general pattern, and it is a typical sign of
managerial bias. If we were searching for truth, we would realize that radical
perspectives often uncover the truth and can demonstrate it to the satisfaction of all
panelists. And we would realize that establishment-selected judges are likely to be
blind to some of the more deep-seated biases of the institution; one can see how
serious this is by tracking back through old accreditation reports given during
pre-feminist days. Not a sign can be seen of sensitivity to radical sexist exploitation
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and inappropriate passing over of women for positions which they should have
received:; but there were plenty of feminists around in those days, if anyone had
been looking for them.

This managerial bias is of course one that will favor the institution by not
uncovering the skeletons in its closet; and it is not accidental that the whole
accreditation process is run by a system of fees levied on the very institutions that
are accredited and which provide the personnel for the accreditation. The system is
thus in a fairly straightforward way incestuous; the question is whether one can
conclude that it is corrupt. To the extent it is not, we must thank the innate
professional competence and commitment and integrity of the panelists, which
does not entirely evaporate under the background pressure towards pro-
management, pro-establishment reports. However, to jump a few steps, it is
important to notice that the report by the site team will sometimes be radically
censored by the review board, which has of course not been to the site, in the
direction of excising many or all of its most serious criticisms or conditions. Thisis
an unattractive situation, and one which is not widely recognized. It suggests
inappropriate bias, and when we look at the procedure whereby the review boards
themselves are selected, we find in many cases an even more unattractive situation.
For the review panels — for example, the governing board of the regional accre-
ditation associations in the case of schools and colleges — are often entirely
self-selected and often consist almost entirely of active or retired administrators.

4. The site visit is also not designed to capture the input of the most severe critics.
Such obvious devices as setting up a suggestion box on the campus during the site
visit, providing an answering machine to record comments by those who wish to
call them in anonymously, or careful selection of the most severe critics of the
institution from among those who are interviewed are practices that one rarely if
ever encounters. Failure to adopt these practices simply shows a failure to distin-
guish between the need for a balanced overall final view and the need for input
from: the whole spectrum of consumers; both are imperative, the former does not
exclude the latter, and the two are quite distinct.

So, from the use of inappropriate standards, such as the requirement of large
research libraries for graduate programs instead of access to such libraries or to
online databases, to the failure to enforce serious standards for the self-study (to
the point where the great post-secondary institutions go through this stage without
most of their faculty ever hearing that it is going on), we are dealing with grossly
unprofessional evaluation. Nervousness about the incestuousness of the process is
not lessened when one sees the defensive nature of the accreditation agencies’
reactions to the proposal that federal or state governments should have some input
to accreditation. Undesirable though this may be in various ways, a hybrid system
would at least provide minimal insurance against the more outrageous examples of
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““National Tobacco Research Institute’” whitewashes. The extremely lax enforc-
ement of professional standards by the medical and legal professions is a well
known scandal and, although there are some professions — the psychologists are
a pretty good example — which rise above this kind of managerial/separatist bias,
it must be realized that the society and its legitimate government have extremely
strong rights to be represented in a process which deals with the key services
provided to its relatively unprotected citizenry. When we do get an occasional
glimpse at the actual standards of competence in a profession — as when we see
the results of competency exams on teachers, or the analysis of drug prescriptions
written in a certain region — we have every right to suspect that the self-
regulation process is not being done any better than one would expect, given the
biases built into it. Accreditation is an excellent example of what one might with
only slight cynicism call a pseudo-evaluative process, set up to give the appearance
of self-regulation without having to suffer the inconvenience.

If one had to sum the whole matter up, one might call attention to the fact that in
virtually no system of accreditation is there a truly serious focus on judging the
institution by the performance of its graduates, which one might well argue is the
only true standard. Not to look at the performance seriously, not even to do phone
interviews of a random sample of graduates, not even to talk to a few employers
and/or employment agencies who deal with graduates from this and others institu-
tions; this is absurd.

It is scarcely surprising that in large areas of accreditation, the track record of
enforcement is a farce. Among all state accreditation boards reviewing teacher
preparation programs, for example, it is essentially unknown for any credential to
be removed. Nor is it surprising that at one point the state of California was
threatening to close down all unaccredited law schools, although some of these had
a much higher success rate in getting their graduates past the bar exam than many
prominent law schools in the state. And passing the bar exam is presumably one of
the most important things that a law school is supposed to do for you — as far as
know, it is the only one for which we obtain a measurement. Crude measurements
are not as good as refined measurements, but they beat the hell out of the
Judgements of those with vested interests.

Another example of crude measurement that turns out to be quite revealing is
one that can be applied to the evaluation of proposals and the allocation of funds for
research in the sciences, as well to the accreditation process, and it is such an
obvious suggestion that the failure to implement it must be taken as a serious sign
of the operation of the separatist ideology in the service of elitism. This modest
proposal concerns checking the reliability of team ratings. When a review panel of
peers judges that a particular proposal should be funded and another rejected, just
as when a review panel judges that a particular institution should be accredited and
another disaccredited (or warned, or not accredited), it seems reasonable for those
affected to raise the question whether another panel drawn from the same pool of
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professionals would have made the same recommendation. This is of course the
question of inter-judge (in this case inter-panel of judges) reliability, and until very
recently no such test had ever been made (although it is the simplest and most
obvious recommendation that a freshman student of one of the social sciences
would make about a judgmental process of any kind that was officially regarded as
subject to scientific investigation). Only separatism insulates the scientist (or other
professional) from this scrutiny; and in the couple of cases where a study of
inter-panel consistency has been performed, the results have not been encouraging.
The North Central Association sent in two teams to have a look at the school —
Colorado Springs High School — and the results demontrated not so much a lack
of agreement but some important disagreements coupled with the possibilty that
most of the agreements were due to shared bias. A small National Science
Foundation study of the results when more than one panel, drawn from the same
pool of professionals, was assigned the task of rating proposals, showed striking
and substantial differences. When these relatively crude measures are the only
measures we have, the only appropriate conclusion from these results must be an
extremely skeptical view of the validity of the accreditation approach to
program evaluation.

ideologies and Models

Ideologies are intermediate between philosophies and models, just as models are
intermediate between ideologies and methodologies. Thus more than one ideology
may support a particular model; just as the relativist ideology supports Elliot
Eisner’s connoisseurship model, so the empiricist ideology as well as the man-
agerial and relativist ones support goal-based evaluation models. Some subtler
relations can be plausibly inferred. Recently, for example, we have seen Cronbach’s
group coming out strongly in favor of formative evaluation as the only legitimate
kind of evaluation, by contrast with summative. In this respect, their position
matches that of some staff members of the American Federation of Teachers, who
are willing to support the idea of evaluation of teachers for improvement, but not
the idea of quality review. Apart from logical problems with the artificial nature of
this separation, it is certainly an emphasis attractive to both the positivist and the
relativist ideology, because each is much more willing to tolerate the idea of
improvement — with its connotations of goals and local values as the criteria —
than categorical assertions about merit and worth. Few people are valuephobic
about the suggestion they are less than perfect, need some improvement; but to be
told they are incompetent or even far worse than others, is less palatable.

In remediating (formative evaluation), as in ranking or grading, the funda-
mental task is that of determining the direction of improvement of superiority, and
the mere avoidance of the *‘cutting scores’” problem that is required before you can
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establish grades does not avoid the logical task of establishing, i.e., justifying and
evaluative assertion. Thus I see the preference for formative over summative
as — from one perspective — an attempt to limit the amount of evaluative logic
that one has to get into, but it does not eliminate the first and crucial step, the step
that refutes both relativism and empiricism.

Relatedly, the recent tremendous emphasis on implementation and implement-
ability as meta-evaluative criteria for the merit of evaluations can be seen as
another attempt to duck the head-on confrontation with the necessity for demon-
strating the validity of categorical value judgments, especially those involved in
grading. The validity of value judgments, whether they are gradings or rankings, is
what the empiricist and relativist deny; but it is a problem that must be faced, and it
cannot be converted into the problem of whether the program achieves the goals of
its instigators or whether an evaluation is implemented by its clients. Goal-
achievement and evaluation-implementation are perfectly compatible with a cate-
gorical denial of all merit in the program or evaluation; their absence is perfectly
compatible with a categorical assertion of flawless merit. In short, these proposed
substitutes are not even universal correlates of the concept they seek to replace, let
alone definitional components. (Perspectivism accommodates the need for mul-
tiple accounts of reality as perspectives from which we build up a true picture, not
as a set of true pictures of different and inconsistent realities. The ethicist believes
that objective moral evaluations are possible.)

So far we have talked very favorably about the consumerist ideology. Other
strands in the position advocated here must also be recognized as implicitly
supported by our criticism of the alternatives to them. These include the perspec-
tivist and ethicist strands that stand opposed relativism and empiricism, the holistic
orientation that is the alternative to reductionism (the other half of positivism), and
the self-referent ideology that contrasts with separatism. We should add a word
about what may seem to be the most obvious of all models for a consumerist
ideologue, namely Consumer Reports product evaluations. While these serve as a
good enough model to demonstrate failures in most of the alternatives more widely
accepted in program evaluation, especially educational program evaluation, it
must not be thought that the present author regards them as flawless. I have
elsewhere said something about factual and logical errors and separatist bias in
Consumer Reports (‘‘Product Evaluation’’ in N. Smith, ed., New Models of
Program Evaluation, Sage, 1981). Although Consumer Reports is not as good as it
Was and it has now accumulated even more years across which the separatist/
managerial crime of refusal to discuss its methodologies and errors in an explicit
and non-defensive way has been exacerbated many times, and although there are
now other consumer magazines which do considerably better work than Consumer
Reports in particular fields, Consumer Reports is still a very good model for most
types of product evaluation.
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The Multimodel

Evaluation is a very peculiar breed of cat. The considerable charm of each ofa
dozen radically different models for it, well represented in this book, can only be
explained by the fact that it is a chimerical, Janus-faced and volatile being. Even at
the level of aphorism, one is constantly attracted by radical variations in such
claims as ‘‘evaluation is one-third education and one-third art — including the
arts of composition, graphics, and politics™ or ‘‘evaluation should be driven
one-third by the professional obligation to improvement, one-third by the society’s
need for quality, and one-third by the need to economize.’’ The ‘‘Ninety-Five
Theses’’ of the Cronbach group carry this further. Analogies with other subjects
keep springing into life: architecture is one that seems particularly appealing, with
its powerful combination of aesthetic component with the engineering necessities,
and with the economics and needs assessment that must be taken into account
before a structure can be successful. A dozen others have been advocated as
paradigms, from anthropology to operations research.

But during these last few years, it is not accidental that two rather similar
approaches to clarification of the practice of evaluation have emerged and gained a
certain amount of support. They both represent an attempt at distilling solid prin-
ciples from the models, but they also represent a kind of model in their own right.
These two approaches are the Evaluation Standards approach, and the Evaluation
Checklist approach, to which we will turn in a moment. It is not accidental that both
are consumer-oriented; we all know the kinds of checklists that we get out of
consumer magazines and which facilitate our evaluation of alternatives for purchase,
and we all know the way in which professional standards are used as checklists when
supposedly questionable behavior by professionals is under scrutiny. More than
this practical and value-orientation is involved here, however. I think that the
checklist approach — if I may use the term to cover both instantiations of what I
see as essentially a similar point of view — represents a kind of model in its own
right. It is not like one of the relatively simple and relatively monolithic models
with which we normally associate the term. But the emergence says somethimg
about the subject of evaluation, something about its complexity and its relation to
other subjects; I shall call it the Multimodel, an ungainly minotaur among models.
(The complex CIPP model is an important intermediate case.)

The Multimodel is multiple in a number of ways. In the first place, it commits
evaluation to being multi-field — that is, applicable to products, proposals, per-
sonnel, plans and potentials, not just programs. Then it is multi-disciplinary
(rather than inter-disciplinary); this means that solid economic analysis, solid
ethical analysis, solid ethnographics and statistical analysis, and several other
types of analysis are often required in doing a particular evaluation, and not just
some standard blend of small parts of these. (Consequently, teams and consultants
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are often better than any soloist.) The investigations along each of these and other
dimensions, some of which are devoted to entirely different disciplines, constitute
a set of dimensions for an evaluation, which must eventually be integrated, since
the overall type of conclusion for an evaluation (a grading, a ranking, and
apportioning) is often pre-determined by the client’s needs and resources. In many
respects, the multi-dimensionality is the most crucial logical element in evalua-
tion, because specific evaluative conclusions are only attainable through the
synthesis of a number of dimensions; some involving needs assessments or other
sources of value; others referring to various types of performance.

Another aspect of the multiple nature of evaluation concerns what can be called
its need for multiple perspectives on something, even in the final report. It is often
absolutely essential that different points of view on the same program or product be
taken into account before any attempt at synthesis is begun, and some must be
preserved to the end. The necessity here is sometimes an ethical one as well as a
scientific one.

Relatedly, evaluation is a muiti-level enterprise. When one gets a call over the
phone to ask if one could possibly evaluate a certain program in an unrealistically
short time-frame, it is entirely appropriate to respond that one most certainly can,
indeed that one can evaluate it there and then, over the phone and without charge.
One does have, after all, a considerable background of common sense and
evidence about related programs which make it possible to produce an evaluation
at this superficial level. We do not associate such evaluations with professionality
or with high validity, but that may be a little too severe depending upon the extent
of the evaluator’s professional background, the similarity of the present example
to other well-documented cases and the nature of the evaluative conclusion that is
being requested. But if we move down from that superficial level, it is clear that
there is a wide range of levels of validity/cost/credibility among which a choice
must be made in order to remain within the resources of time and budget. Given
certain demands for credibility, comprehensiveness, validity, and so on, there
may not be a solution within the constraints of professionality, time, and budget.
But more commonly there are many, and it is this that must lead one to recognize
the importance of the notion of multiple levels (of analysis, evidential support,
documentation) in coming to understand the nature of evaluation. One could go
on; multiple methodologies, multiple functions, multiple impacts, multiple reporting
Jformats — evaluation is a multiplicity of multiples.

To conclude, then, let me simply list the dimensions that must be taken into
account in doing most evaluations, whether of product or program, personnel or
proposals. There are certainly special features of the evaluation of — for example
— teachers that do not jump out from this listing. But even the four-part checklist
that I have suggested above for the evaluation of teachers can be seen to be buried
in the following checklist, and indeed it can be enriched in a worthwhile way by
paying more attention to some of the steps in this longer effort.
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Checklists can function in different ways — there are checklists that list
desiderata, and there are checklists that list necessitata. This checklist comes from
the latter end of the spectrum, and it is relatively rarely that one can afford to
dispense with at least a quick professional check on each of the checkpoints
mentioned here. Checklists are also sometimes of a one-pass nature, and some-
times of a multiple pass, or iterative nature. Again, this is of the latter kind; one
can’t answer all the questions that come up under each of the early headings in
adequate detail until one has studied some of the later dimensions; and, having
studied them, one must come back and rewrite an earlier treatment, which will in
turn force one to refine the later analysis that depends on the former. In designing
and in critiquing evaluations, as well as in carrying one out, one is never quite done
with this checklist.

The simple terms that I use for the title of each dimension need much un-
packing, and they are there just as labels to remind the reader of a string of
associated questions. More details will be found in the current edition of Evalua-
tion Thesaurus, but I think enough is implied by the mere titles and the word or two
that I attach to some of them to convey a sense of the case for the Multimodel. The
traditional social science approach deals at most with half of these checkpoints and
deals with those, in most cases, extremely superficially, as far as evaluation needs
are concerned.

The Key Evaluation Checklist

1. Description. An infinity of descriptions is possible, of which a sub-infinity
would be false, another sub-infinity irrelevant, another overlong, another
overshort, and so on. Whereas relativisim infers from the fact that a large
number would be perfectly satisfactory to the conclusion that there are no
absolute standards here, perspectivism draws the more modest conclusion
that there are a number of right answers, several of which need to be added
together to give an answer that is both true and comprehensive, a fact which
in no way alters the falsehood or irrelevance or redundancy of many other
compound descriptions and hence the difference between right and wrong.
The description with which we begin the iterative cycles through the check-
list is the client’s description; but what we finish up with must be the
evaluator’s description, and it must be based, if possible, on discussions
with consumers, staff, audiences, and other stakeholders.

2. Client. Who is commissioning the evaluation, and in what role are they
acting? (Distinguish from inventors, consumers, initiators, and so on.)

3. Background and Context. Of the evaluation and of whatever is being
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10.

11.

12.

13.

14.

15.

evaluated: the hopes and fears. (This checkpoint will be set aside in the early
stages of an evaluation that is to have a goal-free phase.)

Resources (or strengths assessment). For the evaluation and for whatever
is being evaluated.

Consumer. Distinguish the targeted population from the impacted population
(in a goal-based approach), and the directly impacted from the indirectly impacted.

Values. The needs assessment, the ideals review, the relevant professional
standards, expert survey, functional or conceptual analysis, and so on. The
source of values for the evaluation. To be sharply distinguished from a wants
assessment (‘ ‘market research’’) unless no relevant needs exist.

Process. Here we have to consider the legal, political, aesthetic, and
scientific standards, some of which will have emerged from the values
review, and apply them to the intrinsic nature of whatever is being evaluated.

Outcomes. Here the traditional social, scientific, engineering, medical,
etc., methodologies come into their own, except that we must treat dis-
covering unintended outcomes as of equal importance with the search along
the intended dimensions of impact.

Generalizability, Exportability, Saleability. Across sites, staff, clients,
and consumers.

Costs. Money and non-money, direct and indirect.

Comparisons. The selection of the **critical competitors’’ is often the most
important act of the evaluator, since the winner may be one the client had not
considered (but which is perfectly feasible).

Significance. A synthesis of all the above.

Remediation. There may or may not be some of these recommendations
— they do not follow automatically from the conclusions of all evaluations.

Report.  As complicated as the description, with concern for timing,
media, format, and presenters, to a degree quite unlike the preparation for

publication of scientific results in a scientific journal.

Meta evaluation. The reminder that evaluation is self-referent — the
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requirement’ that one cycle the evaluation itself — its design and final
form — through the above checklist.

Conclusion

Evaluation practice is still the victim of fallacious ideologies, because we have not
applied the essential insight that evaluation is a self-referent discipline. The
plethora of evaluation models provides a fascinating perspective on the complexity
of this new subject, perhaps the keystone in the arch of disciplined intellectual
endeavor. We can only build that arch strong enough to support the huge load of
educational and social enterprises that it must bear if we come to understand its
architecture and thus the function of its keystone considerably better, and in so -
doing, come to understand better everything else that we know.
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3
How We Think About Evaluation

Ernest R. House

Much of our everyday thinking is metaphorical in nature. That is, we
experience one thing in terms of another, according to such theorists as
Lakoff and Johnson (1980). They present the following metaphor about

argument as an example:

Arguments Are Wars

* Your claims are indefensible

* He attacked every weak point in my argument

e His criticisms were right on target

I demolished his argument (Lakoff and Johnson, 1980, p- 4).

Underlying these separate metaphoric statements is a deep-
seated metaphor: Arguments Are Wars. This generative metaphor is the
basis for a number of expressions, and these expressions constitute a
systematic, recognizable pattern. Based primarily upon such evidence,

I would like to thank Lee Cronbach, Robert Ennis, Don Hogben, Mark
Johnson, Sandra Mathison, James Pearson, and Paul Silver for providing helpful
comments.

From Ernest R. House. “How We Think About Evaluation.” pp. 5-25 in Philosophy of Evaluation
(New Directions for Program Evaluation. no. 19). Copyright © 1983 by Jossey-Bass, Inc. Reprinted
by permission.
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some linguists and philosophers contend that such extended meta-
phors, which occur in our ordinary thinking, are not haphazard or
idiosyncratic: All of us employ them in a systematic fashion to structure
the way we think about the world. Thus, these metaphoric concepts are
extended, conventional, and intersubjective—much like language
itself. Moreover, in structuring our thinking about argument in terms
of concepts about war, we do more than just express ourselves color-
fully. We actually win or lose arguments, attack and defend positions,
and gain or lose ground. We live and experience arguments in these
terms. The metaphor — Arguments Are Wars— shapes our actual behavior.

Until recently, the employment of metaphor was thought to be
merely ornamental. Metaphor was used to make an expression more
poetic or to emphasize a point rhetorically. However, novel expe-
riences usually are structured in terms of more familiar ones, abstract
concepts in terms of more concrete ones, and cultural notions in terms
of physical ones. Metaphor is essential to our most complicated thought
processes and a vital intellectual tool that we use to understand the
world. For example, argument as war reflects aspects of our concept of
argument. The metaphor highlights how participants in an argument
relate to each other, how they treat one another, and how the argument
might progress. However, argument as dance would indicate quite a
different set of relationships between participants — that is, opponents
would be partners. Therefore, Arguments Are Dances is not a common
metaphor in our culture.

Complex concepts also can be structured by more than one
metaphor. For example, the concept of argument is shaped not only by
Arguments Are Wars but also by other metaphors:

Arguments Are Buildings

The argument is shaky

We need to construct a strong argument
The argument collapsed

Is that the foundation of your argument?
(Lakoff and Johnson, 1980, p. 46).

Arguments as buildings indicates other aspects of our concept of
argument that we consider to be important. Arguments Are Buildings
highlights how arguments are put together, based, and constructed —
quite different aspects that those conveyed by Arguments Are Wars. We
might refer to how arguments proceed in waves, are calm or stormy,
and appear on the surface as opposed to what is beneath the surface —
that is, Arguments Are Oceans. But we do not.
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The images of wars and buildings are quite different. But neither
are they incompatible with one another. In emphasizing two distinct
aspects of our notion of arguments, the two metaphors do not present a
single, consistent image but they are coherent. This fundamental
coherence is demonstrated by the fact that we mix Arguments Are Wars
and Arguments Are Buildings in our thinking:

» When [ attacked his argument, it collapsed

The foundation of his argument is the weak point
We need to construct an argument that is defensible
Your defense is a shaky one

As the last statements indicates, even a strange mix of meta-
phors makes sense to us, since these two aspects of argument are used
and associated with one another so commonly. Coherent metaphors
often fit together by being subcategories of a major category and shar-
ing a common entailment. For example:

Love Is a_Journey

¢ It’s been a long, bumpy road

e We'’re just spinning our wheels

We've gotten off the track

e Our marriage is on the rocks
(Lakoff and Johnson, 1980, p. 44).

Although all of these statements concern journeys, they are based on
different kinds of journeys: a car trip, a train trip, and a sea voyage.
The concrete images in each sentence define a more general category
and, in that sense, are coherent rather than consistent. They fit together
but do not compose a single image.

Quite a number of other metaphors also shape our conception
or argument, usually in terms of familiar, concrete, and physical expe-
riences like wars and buildings. Abstract, complex concepts are usually
shaped by a number of metaphors that are coherent because the ideas
themselves are too complex to be conveyed by one single, consistent
image. Whether argument commonly is seen as a war or a dance is cul-
turally determined, and the user of the concept ordinarily is not aware
of the underlying metaphor that shapes his or her experience of the
actual phenomenon. The user believes that arguments naturally hap-
pen that way. Thus, arguments follow certain social patterns because
of the common conception that the participants have (Turner, 1974).
These fundamental metaphoric concepts are essential to our under-
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standing of the world because they form coherent systems of thought
that we use extensively in everyday life (Lakoff and Johnson, 1980).

Metaphors Underlying Social Policy

Schén (1979) contends that social problem-setting is mediated
by the stories people tell about troublesome situations. The framing of
the social problem depends on the metaphors underlying the stories,
and how the problems are framed is critical to the solutions that emerge.
For example, a pervasive description of the social services is that they
are “fragmented,” and the implicit solution to this problem is that they
be “coordinated.” But services seen as “fragmented” could also be seen
more benignly as “autonomous.” Therefore, the underlying metaphor
gives shape and direction to the problem solution.

Schén maintains that we are guided in our thinking about social
policy by pervasive, tacit images that he calls generative metaphors, in
which one frame of reference is carried over to another situation. These
metaphors generally are used because the user is immersed in the expe-
rience of the phenomenon. Thus, these guiding images are necessary to
his or her thinking. For example, urban renewal can be viewed in dif-
ferent ways. The slum can be seen as a once healthy community that
has become diseased. A social planner with such an image envisions
wholesale redesign and reconstruction as the cure to urban blight.
However, the slum can also be viewed as a viable, low-income commu-
nity, which offers its residents important social benefits. The second
view obviously implies strikingly different prescriptions for improving
the community.

The predominant image of the slum in the 1950s was that of a
blighted community. However, in the 1960s the slum as a natural com-
munity arose as a countermetaphor that vied for public and expert
attention in social planning. Each image features certain themes —
taken from a reality that is ambiguous and indeterminate — that define
the phenomenon of the slum (Schon, 1979). In the first vision, terms
like blight, health, renewal, cycle of decay, and integrated plan are highlighted
in descriptions of social planning. In the second vision, home, patterns of
interaction, informal networks, and dislocation represent key ideas about
what should be done with slums. Each overall image presents a view of
social reality by selecting, naming, and relating elements within the
chosen framework. According to Schén, naming and framing are the key
processes in such conceptualization. By selecting certain elements and
coherently organizing them, those processes explain what is wrong in a
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particular situation and suggest a transformation. Data are converted
to recommendations.

Naming and framing proceed by generative metaphor. The
researcher sees the slum as a blight or as a natural community. In see-
ing A as B, the evaluation implicit in B is carried over to A. The first
metaphor is that of disease and cure. The second is that of natural com-
munity versus artificial community. The transferred evaluations are
based on images deeply ingrained within our culture, and once we
define a complex situation as either health and disease or nature and
artifice we know in which direction to move. Seeing A as B greatly
facilitates our ability to diagnose and prescribe. On the other hand, it
may lead us to overlook other important features in the situation that
the metaphor does not capture. Since generative metaphors usually are
implied rather than expressed openly, important features may pass
undetected. Schéon argues that we should be more aware of our genera-
tive metaphors, and that this is best done by analyzing the problem-
setting stories we tell. The “deep” metaphor accounts for why some ele-
ments are included in the story while others are not, some assumptions
are taken to be true in spite of disconfirming evidence, and some
recommendations seem obvious. It is the metaphor of the slum as
diseased—or as a natural community — that gives shape to the study
and direction of a social planner’s actions.

Industrial Production as a Metaphor for Social Programs

Evaluation concepts are often derived from fundamental, gener-
ative, and deep-seated metaphors that remain hidden. These metaphors
guide one’s thinking in certain directions. In this sense, evaluative
thinking is no different from the metaphoric thinking in other areas. To
illustrate this point, I turn to an examination of the ideas presented in
Rossi and others’ book, Evaluation: A Systematic Approach (1979). This
book is one of the most widely used textbooks in the teaching of evalua-
tion, and the authors’ work is exemplary of thinking in the field of
evaluation—and pervasively metaphoric.

The most fundamental metaphor that the authors use is that of
the delivery of social services as industrial production. In their concep-
tualization, social services are utilities or commodities that are required
by the public, and it is the duty of a social program to supply these ser-
vices. The notion that services are produced by social programs and
that they are to be delivered to a clientele manifests the production
metaphor. For example, related ideas taken from the book include:
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Social Service Delivery Is Industrial Production

Program elements are defined in terms of time, costs,
procedures, or a product

A delivery system consists of organizational arrangements
that provide program services

These services are delivered to a target population
Program development is equivalent to designing the system
There are production runs

Services can be calculated in terms of service units
delivered

One should monitor the delivery of these services

There are operational indicators of success

A monitoring evaluation is an assessment of whether the
program conforms to the design and reaches the target.

Even more specifically, social programs as conceived in the
preceding examples not only as industrial production in general but
as a particular kind of industrial production — that is, an assembly
line. At other times within the book, social programs are viewed as
machines: .

Social Programs Are Machines

A program consists of elements

Program elements are discrete intervention activities
Programs may be broad, complex, but also have
component parts

They are implemented

They operate according to a design

They produce benefits, effects, and outcomes
They can be replicated and replaced

They can be tested

They can be fine-tuned

Accountability means conformity to program
specifications

A major failure is unstandardized treatment
Variables can be manipulated to achieve results

Rossi and others employ yet a third specific metaphor of indus-
trial production—that of a pipeline or conduit:
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Social Delivery Systems Are Conduits

* A delivery system is a combination of pathways that allow
access to services

* A major failure in systems is dilution of the treatment to
an insufficient amount

* Outcomes always represent changes in the level of
measurable variables

 Contaminants may either enhance or mask true changes

* Assessing net intervention effects requires purification of
outcomes by purging contaminating elements

 The point of assessing the magnitude of effects is to rule
out causal links between inputs and outcomes

e The unreliability of measuring instruments may dilute the
difference in outcomes

Social programs as machines, assembly lines, and conduits all
fit the overall metaphor of social programs as industrial production.
But each metaphor emphasizes a slightly different aspect of the nature
of social programs. That is, in thinking about social programs, one
may emphasize the way social programs are put together and operate
to produce benefits. Or the inputs and outputs, the raw materials, and
labor that go into programs may be emphasized — or the way benefits
or services are delivered to the program recipients. Therefore, social
programs can be conceived as involving all of these aspects, and the
various separate metaphors are used to emphasize different ones.

Different conceptions of what evaluation entails follow from
these different metaphors of social programs: conformity to program
design, monitoring of production processes, and measuring of purified
outcomes. The evaluation of the program corresponds to the perceived
nature of social programs. Sometimes the emphasis is on design specifi-
cations and the parts of the program; sometimes it is on the inputs and
outputs, and other times the emphasis is placed on the outcomes — the
latter metaphor being that of a pipeline with certain substances that
issue from it and the corresponding evaluation resembling a chemical
analysis from which the evaluator seeks to ascertain the results, purified
of possible contamination. Of course, the overall metaphor is that of
industrial production but there is no single, consistent image for all of
the metaphors. Taken together, the three images present a coherent pic-
ture of social programs as industrial production (see Figure 1). The
internal coherence among these metaphors is demonstrated in the



88 EVALUATION STUDIES REVIEW ANNUAL

Figure 1. Metaphoric Conception of Social Programs

Social Programs

Industrial Production

Machines Assembly Lines Pipelines
Discrete Elements Inputs-Outputs Outcomes
Operation Production runs Contamination
Implementation Time, costs, procedures, Purification

and products

Replication Level of variables

Monitoring of processes

Specification of design Assessment of outcomes

Source: The figure is based on Rossi and others, 1979.

mixed metaphors that make sense within this conceptual structure and
used throughout the book. For example, delivery systems are said to
deliver programs or program elements or treatments. Programs may
produce benefits or outcomes or outputs. These terms are used inter-
changeably.

The internal coherence of these metaphors is derived from their
shared entailments. That is, the better the discrete elements of the pro-
gram fit together, the more efficiently the time, costs, and procedures
are converted into products, and the more outcomes the program deliv-
ers. Hence, the design of the programs, the inputs of the program, and
the delivery of outcomes are linked together, though by no means synon-
ymous with one another. There is a sequentiality that underlies all three:
a sense in which a social program must be created, made, or produced,
and in which it must reach the people for whom it is intended. The con-
cept of industrial production is not the only way in which this process
can be conceived and made coherent, but it is one way of doing so. Of
course, such an overall metaphor entails certain types of evaluations.

The ubiquitous metaphoric nature of these concepts is illustrated
further by a detailed examination of the concrete images. For example,
the assembly line is a fundamental image in our culture, and it is not
surprising that Rossi and others apply this notion to social programs.
Raw materials come in one end of the assembly line, labor is performed
in stages, and products come out the other end. Underlying the assem-
bly line concept are deeper metaphors that define both labor and time
as material resources. A material resource is a kind of substance that
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can be used in a manufacturing process, quantified precisely, assigned
a monetary value per unit of quantity, serve a purposeful end, and
used up progressively as it serves its purpose. If time and labor are
material resources, they also can be quantified, assigned a value per
unit, serve a purposeful end, and be used up (Lakoff and Johnson,
1980). In addition, in our society labor is seen as an activity —and an
activity is defined as a substance. Hence, labor can be treated as a sub-
stance and a material resource; likewise, time commonly is viewed as a
substance — defined in units. Conceiving of labor and time as substances
and material resources permits them to be measured, used up, assigned
monetary value, and used for various ends. Thus, in conceiving of
social programs as assembly lines, Rossi and others can state “Program
elements may be defined in terms of time, costs, procedures, and products”
(p- 137). Doing a cost-benefit analysis of how time and labor are used
in social programs is a logical next step and an important part of the
authors’ ultimate thinking.

In such a metaphoric framework, efficiency quite naturally
looms large as a criterion for successful social programs. Social programs
are expected to be efficient just as industrial production is expected to
be. In the Rossi and others’ conceptualization a comprehensive evalua-
tion must include monitoring, impact assessment, and cost-benefit or
cost-effective analysis, and one chapter is entitled “Measuring Effi-
ciency.” Production functions and econometrics are an extension of this
type of analysis, although these authors do not go so far, choosing
instead to emphasize both the desirability and difficulty of measuring
the benefits and costs of social programs. However, other theorists
have been less reticent in setting up equations for social programs that
model the production processes, and the discovery of such production
functions has at times been the object of considerable federal effort such
as the evaluations of Title I of the Elementary and Secondary Educa-
tion Act of 1965 (McLaughlin, 1975).

Rossi and others also repeatedly speak about social programs as
being effective, ¢fficient, adequate, and useful. This language suggests that
there is a job to be done and that the program must accomplish this job.
The notion of a particular job or task to be performed is congruent with
the entire industrial production metaphor. Within the world defined by
the fundamental metaphor, these terms become major evaluative terms.
They indicate that the program is good if one can apply these terms
and also suggest where to look to see if the program is good. They
become major criteria of evaluation, criteria that are entailed by the
general metaphors.
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Targets and Goals as Metaphors

Although the industrial production metaphors dominate Rossi
and others’ view of evaluation, other metaphors also play a key role in
their thinking. These are the metaphors of target and goal. The target
metaphor is used extensively in the book in reference to target problems,
target populations, and impact. The social program has impact on the
targets. Presumably, the targets are social problems that social plan-
ners attack or alleviate.

Soctal Problems Are Targets

e Programs and projects are aimed at the target problems

o The program can be misguided

e The problems are located in the target population

e Problems are distributed and have location, extent, type,
scope, and depth

e A needs assessment determines the nature, extent, and
location of social problems

o Targets have boundaries and rules of inclusion and
exclusion

e Programs have impact on the targets

e Impacts vary in magnitude

e An impact evaluation assesses the extent to which the
program causes changes in the desired direction in the
target population (Rossi and others, 1979, p. 16).

The underlying metaphoric conception is that social problems
are targets, and that the social program is aimed at the target. Hitting
the target results in the impact, and the magnitude of the impact is an
indicator of how effective the program has been. The evaluator must
measure the impact of the program on the target. The target popula-
tion must be defined, and social services are directed not o the target
population but at the target problems. The targeting metaphor entails
quite a different image than the industrial production metaphors but
one coherent with these. The target metaphor is employed when the
authors discuss the ultimate effects of the program, and the industrial
production metaphors are used in discussing the monitoring of the pro-
gram itself. They use the pipeline or conduit image when discussing
outcomes and the target image when discussing impact, which is the
ultimate result.

Once again, the metaphors can be mixed to a certain degree.
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Interventions can be delivered to the target or directed to the target
population. Coverage is defined as the extent to which the program
reaches the target population, combining the notions of both delivery
systems and targets. The targeting metaphor maps out a particular
aspect of social programs and their evaluation. And, according to Rossi
and others, a comprehensive evaluation includes monitoring, impact
assessment, and cost-benefit analysis.

A third possible metaphor employed extensively in the book is
that of the goal. However, there is some question as to whether it should
still be called a metaphor. That is, goal is used literally to mean purpose.
The notion of goals appears to be derived originally from sports or
games, but it has lost much of its metaphoric connotation. Concepts
can be derived from metaphors and gradually transformed into literal
meanings, thus losing their metaphoric meanings. The more the con-
cepts are used, the more they take on the meaning of their new applica-
tion. For example, the foot of the mountain is clearly metaphorical in
origin but is close to meaning literally the bottom of the mountain. On
the other hand, most of the terms and concepts of industrial production
applied to social programs are clearly metaphorical, though some are
more s0 than others. A term like outcomes is well on its way to literal
usage in the evaluation community. Thus, there seem to be degrees of
metaphoric meaning for particular concepts, and these meanings change
over time. In a few years we may see literal dictionary definitions for
terms that we now consider metaphoric. Their metaphoric nature will
then reside only in their etymology. With that caveat I will proceed to a
metaphoric analysis of gnal and its connection to the other concepts,
bearing in mind that these notions may have passed into literal usage.

The original definition of goal seems to be that of a physical dis-
tance, in which a goal is set along a course —such as a race course, a
game, or a sport. In the course of the race, game, or sport, the player is
supposed to reach or attain that goal.

Program Activities Are Goal-Directed Movements

e Goals are unattained standards

 Goals and objectives can be set and measured

* There are gaps between the goals and reality, between where
one wants to be and where one it

* The intervention closes the gap between the two

* One seeks convergence between the program design and its
implementation; there is distance between them

* Evaluations can direct the course of social life
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e Evaluation can be a firm guide
o Surveys assess whether the target has been reached.

The latter statement is derived from a mixing of the goal and
target metaphors and indicates the coherence between the dominant
metaphors. This mixing of metaphors can be seen clearly in Rossi and
others’ definition of impact evaluation: “impact evaluation-assessment
is the extent to which the program causes change in the desired direc-
tion in the target population” (p. 16). Although the basic metaphor is
that of impact and target, impact is defined in terms of direction and
physical distance, which is essentially goal language. Often in the
assessment of goals and objectives, a land surveying metaphor of mark-
ing off the landscape, triangulating, and measuring distance is used. So
again, even though these various metaphors do not present a single
consistent image of evaluation, they form a coherent conception. Rossi
and others’ conceptualization of evaluation is so complex that several
metaphors are necessary to highlight different aspects. No single meta-
phor will do, but both the target and the goal metaphors highlight the
aim, direction, and purpose of the program.

Target is ultimately derived from war and sport. Originally a
target was a light round shield used in combat, and this came to be the
object one aimed at in target practice. The etymology of goal is less
clear. Apparently, the term was derived from an ancient rustic sport
(Oxford English Dictionary). In Old English it meant an obstacle, boun-
dary, or limit. Eventually goal came to mean the terminal point of
a race or the posts between which a ball is driven in a game or sport, as
in football or soccer. And in archery the goal is the mark aimed at—
that is, the target. But the notion that a game is nonserious, or just for
fun, has not carried over from goal’s original meaning. The goal meta-
phor has been stripped of its nonserious side and is used to mean a seri-
ous striving for achievement, or an earnest contest that is perhaps akin
to war. Even though sports language is employed, social program eval-
uation is at least as serious as a game in the National Football League,
which is serious indeed. Within this context, the player attains a goal in
a sport or a game by scoring. Originally a score was a cut or a mark on
something to keep count and eventually came to mean a line drawn for
runners or marksmen to stand at. Ultimately, to score as a verb came to
mean to make points in a game or contest (Oxford English Dictionary).
Score also means one’s performance on a test, as in a test score. Scores
on outcome measures are very important in Rossi and others’ frame-
work: For example, net effects are measured in differences in scores on
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outcome measures. Apparently, both the target and goal metaphors,
which are so pervasive in social program language, are derived from
equating social programs with sports or games, or, more generally,
contests (see Figure 2). Yet many of the metaphoric meanings are now
lost, especially for goals.

In general, there is a strong directionality within all of these
diverse yet coherent metaphors. Industrial production, such as in an
assembly line or conduit, moves from one point to another, as does the
trajectory traced by a missile as in archery, by a runner in a race, or the
throwing of a ball through the goal as in a sport. Implicit in these meta-
phors is the movement of a physical object from one place to another. As
more services are produced by the assembly line, more are delivered to
the target population. As more services hit the target, there is more im-
pact from the program. The more goals that are attained, the higher the
scores and the more successful the program. Beneath these fundamental
metaphors are the rather abstract notions of linearity and directionality —
movement from one point to another. All of the basic metaphors share
this abstract property and serve the purpose of indicating a certain kind
of movement that is correlated with program success. Greater produc-
tion, stronger impact, and more goals attained are all correlates of pro-
gram success. Underlying the coherent metaphors, then, is a shared
topoligical concept, a concept that remains invariant across metaphors.

The Building Metaphor in Program Evaluation

Yet another set of terms is applied diréctly to the evaluation
itself rather than to the program. The evaluation must be a firm assess-
ment, be a firm guide, produce firm estimates of effects and solid information,
and not result in faulty conclusions. The construction terminology in eval-
uation is derived from such conventional metaphors as Arguments Are

Figure 2. An Extended Metaphoric Conception of Social Programs

Social Programs

Industrial Production Contests

S

Machines Assembly Lines Pipelines Targets Goals

Source: The figure is based on Rossi and others, 1979.
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Buildings (Lakoff and Johnson, 1980). Evaluations, like arguments and
theories, are conceptualized as physical structures, quite possibly
because evaluations are recognized tacitly as arguments themselves.
The building and construction metaphor is quite commonly applied to
evaluations, regardless of the particular metaphors applied to social
programs. Evaluations are expected to be firm, solid, well-constructed,
and so on. They share the same basic societal metaphors as arguments,
and these terms are applied not only in Rossi and others but in much of
the evaluation literature.

Thus, some aspects of evaluation are derived from particular
metaphors about what social programs are. In conceiving of social pro-
grams as industrial production, the evaluation takes shape from the
nature of the object evaluated. However, other aspects of evaluation are
rendered by more general metaphors, such as Arguments Are Buildings.
These aspects of evaluation seem to be independent of notions of what
social programs are supposed to be. And there are even more funda-
mental metaphors employed in the articulation of programs and eval-
uation. These include metaphoric structurings of time and labor as
material resources, events as objects, and activities as substances.
Although these ideas fit well into the overall conceptual scheme, they
are not dependent upon it. They are readily available in everyday
thought. Hence, the metaphors employed in evaluations of social pro-
grams are both special ones drawn specifically for this purpose and
common ones used in many other settings.

Even this does not exhaust the metaphoric structure of the book
by Rossi and others. The discussion of cost-benefit analysis draws upon
the economic and accounting literature, which has its own metaphoric
structure. But, although the metaphoric structure is pervasive and ex-
tremely important in shaping the ideas in the book, it is difficult to dis-
cover and make explicit. We share so much of the common experience
of assembly lines, goals, and targets that the discussion seems literal
rather than metaphoric. In this sense, the metaphoric structure is nearly
invisible.

The Metaphoric Nature of Evaluation

The realization that a great deal of evaluative thought is meta-
phoric in nature will no doubt surprise and disturb many evaluators.
Many see evaluation of social programs as applied social science and
may wonder how metaphors could be so crucial to their thinking. The
metaphoric analysis raises a number of questions: To what degree does
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metaphor characterize all evaluative thinking? How does it work?
Where do these metaphors come from? Are there conflicts between dif-
ferent schemes, depending upon one’s underlying metaphors? Are all
metaphors equally good? What is the scientific status of evaluation if
this analysis is correct? Does such an analysis lead to relativism? Unfor-
tunately, discussion of these issues is beyond the scope of this chapter.
And, in general, the role of metaphor in thought is not well under-
stood. (For further philosophical discussions of metaphor, see Sacks,
1978; Ortony, 1979; Johnson, 1981). This section briefly touches upon
the origins of these metaphors, the values they embody, the purposes
they serve, their scientific status, and their appropriateness.

Industrial production and sporting contests are often used as
metaphors in evaluation because they are pervasive experiences in our
society, and production and competition are primary values. Taken
together, they entail winning. It is not surprising that we should eval-
uate our social programs from frameworks derived from such central
experiences, and that these structural metaphors embody core values of
American society. In employing these metaphors to evaluate social pro-
grams, we bring those values to bear upon social programs, sometimes
explicitly but often tacitly.

Faced with the new task of evaluating social programs in the
past two decades, evaluation theorists have turned to areas of their own
experience that seem better defined. Evaluations therefore have been
conceived and structured through concepts derived from other domains
of experience. Differences in conceptions of evaluation often reflect dif-
ferences in underlying metaphors, which are in turn derived from cer-
tain cultural experiences. The ultimate purpose of this metaphoric
structuring is to tell us how to act as evaluators. In spite of the often
expressed skepticism about the role of evaluation theory, without such
conceptions to guide us we would not know how to act as evaluators.
“In all aspects of life, not just in politics or in love, we define our reality
in terms of metaphors and then proceed to act on the basis of the meta-
phors” (Lakoff and Johnson, 1980, p. 158).

The metaphors discussed to this point substantially define the
reality of the evaluator’s world. Once an evaluator has accepted the
basic metaphors, certain entailments follow. Of course, our thinking is
not entirely determined by the metaphors we use, and we are not en-
slaved by our own concepts. The relationship between metaphors and
thinking is more one of likelihood—of probability—than one of
determination. For example, it is very likely that an evaluator will be
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led to certain types of evaluations if he or she sees social programs as
industrial production. Furthermore, evaluators are taught certain
metaphors as part of their training; it is part of their enculturation.

Although they might conceivably overcome a particular way of viewing
the world, as defined by certain metaphors, the pressure to be consis-
tent is more likely to make them follow through with particular types of
evaluations — to elaborate the metaphor, as it were. Such metaphoric
structuring enables us to do a number of things in our evaluations and
prevents us from doing others. Every way of viewing the world elimi-
nates alternative possibilities. Metaphors highlight some things and
shadow others, and the predominant views we have are necessarily
partial and particular. Furthermore, metaphoric structures are derived
from domains of our experience that are seldom logically consistent
and fully coherent. This lack of consistency and coherence often carries
over into our conceptions of evaluation.

Many evaluators and social planners see social programs as
industrial production, targeting, and goal attainment and cannot see
programs in any other way. Other theorists employ similar metaphors
in their articulation of what evaluation is. In fact, these metaphors
underlie one of the dominant views of social programs among profes-
sional evaluators in the United States, not because people adopt Rossi
and others’ point of view but because theorists draw upon common
experiences and a common intellectual framework. However, as com-
mon as this point of view is, there are yet other evaluation theorists and
planners who adopt different views of social programs and evaluations.
They employ different metaphors —with different results in their con-
ceptualization of evaluation. For example, responsive, illuminative,
and stakeholder-based evaluation suggest different metaphors at work.

Not just any metaphor will do in structuring the concept of an
evaluation. A former student of mine once write a paper in which she
developed an evaluation system based upon the beliefs of a tribe of
Plains Indians. Such a scheme is intriguing but unlikely to have much
application in contemporary America, just as metaphors of industrial
production would not have much appeal to the Plains Indians. Appro-
priate metaphors must be rooted in the experiences of the culture to be
applicable. Metaphors used to evaluate social programs necessarily will
be close to our core social values, although some theorists have attempted
to create new evaluation approaches by deliberately developing dif-
ferent metaphors (Smith, 1981).

Embracing a particular set of metaphors not only expresses cer-
tain values but also promotes them. It is in the nature of metaphor that
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certain things are emphasized and others deemphasized. Efficiency,
effectiveness, goal seeking, and values of industrial production are pro-
moted in the Rossi and others framework. The authors explicitly advo-
cate these values which are embodied in their conceptual apparatus.
Conceptions of evaluation are not value-neutral, and much of this inher-
ent evaluation is embedded within the metaphoric structure. Different
conceptions emphasize different values or weight the same values dif-
ferently. Also the more common the metaphors employed to structure
evaluation, the more persuasive and invisible the metaphors will be.
Unusual metaphors are creative, but conventional metaphors shape
most of our thinking and therefore seem natural.

Employing certain metaphors allows us not only to promulgate
certain values but to do a number of other things as well, such as to
refer and identify causes. For example, the employment of ontological
metaphors, such as defining labor and time as substances, allows us to
quantify things (Lakoff and Johnson, 1980). Defining a territory or
putting a boundary around something is an act of quantification.
Bounded objects, like social programs and social problems, have scope,
dimension, and size. Within such a framework; an evaluator can locate
social problems and measure them. This is usually accomplished
through a survey, the original purpose of which was to determine the
form, extent, and situation of parts of a tract of ground by linear and
angular measurement (Oxford English Ductionary).

Other entities can be thought of as containers. For example, the
participants are in the program, but they cannot be in the problem,
although they can be part of the problem. Containers define a limited
space, with a bounded surface, a center, and periphery, and can be
seen as holding a substance, which may vary in amount. If one sees the
program as a container object, it can be measured.

Programs Are Containers

e That is not much of a program.
 The program does not have any content.
e The program lacks substance.

That is the core of the program.

Machines, assembly lines, and pipelines can all be viewed as container
objects. Things can be located in them or be a part of them. The notion
of a container object is abstract and deeply embedded in our thinking. In
addition, one can conceive of the outcomes of a program as substances —
which issue from the program container. The program has outcomes (a
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substance). For example, when discussing the outcomes of programs,
Rossi and others often switch to their Social Programs Are Conduits
metaphor. Contamination and purification are of primary concern, so
that one can measure the net outcomes: “An outcome is always a
change in the level of a measurable variable” (Rossi and others, p.
164). The gross outcome effects are the measures of overall impact but
the net outcome effects are those left after confounding effects have been
removed (a mixing here of the conduit metaphor and an accounting
metaphor, which they also use).

Both social programs and program outcomes can be quantified
and measured via their metaphorical conversion into objects and
substances, but the nature of their measurement differs. As
metaphorical objects, programs have size, scope, and dimension, and
require different methods of measurement than does the metaphorical
substance of the outcomes. Objects may be described, and program
description has received much attention. But, measurements of pro-
grams themselves have been limited compared to measurement of out-
comes. Therefore, social programs normally must be converted into
other categories, such as the time, costs, and procedures of the
assembly line, before measurements become possible. In contrast, out-
comes lend themselves more easily to direct measurement. An object
may be dissimilar in its different parts but any quantity of a substance
is like any other part of the substance. Hence, conceiving of outcomes
as substances permits cardinal measurement— that is, the use of an
interval scale. To be measurable in this way means that every instance
of a commodity is a sum of perfectly identical parts or units. This is not
literally true of the outcomes of social programs, but they often are
treated that way in order to be quantifiable. In any case, quantification
of programs and their outcomes is greatly facilitated by their
metaphorical conversion into concrete objects and substances.

If outcomes are quantifiable we can define them as members of
a particular statistical distribution, such as a normal curve. We might
infer from the degree of overlap between the pre- and postmeasured
distributions the likelihood of the postmeasure coming from a different
statistical population. Hence, we begin employing statistical models, in
which one treats the outcome scores as member of particular popula-
tions. A statistical treatment of impact data is a logical next step for
Rossi and others to take, but the preliminary conceptual apparatus for
doing this resides in the fundamental metaphors that they employ. For
certain purposes, programs and activities are treated as if they were
objects and substances. Obviously such conversions are useful.
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The statistical model might be called a metaphor, but there is a
significant difference between it and the overall metaphoric framework
of Rossi and others. The statistical model is internally consistent:
There is a single representation from which one can draw logical infer-
ences that do not contradict each other. This is more similar to a scien-
tific or mathematic model than the overall evaluation conceptualization
of Rossi and others. But, there is no question that metaphoric thinking
plays an important role in scientific thinking. For example, Kurt
Lewin’s theories draw heavily on analogies with physical theories in the
use of certain concepts, such as field, sector, force, and fluidity (Black,
1962). More recently, cognitive psychology has conceived of the
human mind as a computer, employing such concepts as information pro-
cessing, feedback, encoding, and memory storage (Boyd, 1979). Metaphors
play a constitutive role in scientific theories, although exactly how this
role is performed is a matter of dispute (Kuhn, 1979). Of course, the
use of metaphors does not mean that a conception is nonscientific. The
traditional view of science as a clear, unambiguous, testable rendering
of external reality in literal language has given way to a view of
knowledge as based upon menal constructions (Ortony, 1979). Perhaps
the significant difference between scientific theories and conceptions of
evaluation is their internal consistency. Formal scientific theories can
be seen as attempts to extend a set of metaphors consistently, whereas
metaphors underlying evaluation are rarely consistent (Lakoff and
Johnson, 1980).

However, there is another important difference between con-
ceptions of evaluation and scientific theories —a difference of purpose.
One might imagine that minds are computers and investigate the way in
which information processing is done by the mind. According to Boyd
(1979), a term like this provides “epistemic access” to the phenomenon
being investigated. Other investigators may extend the concept until it
becomes descriptive of how the mind functions— and eventually far
removed from what the term means in the study of computers. But
metaphors in conceptions of evaluation are not quite like this. The pur-
pose of Social Programs Are Conduits is not to arrive at a finer definition of
social programs (though one may do so). The researchers in the field do
not investigate the extent to which social programs really resemble con-
duits. Rather, the main purpose is to impose the metaphor so that one
knows how to act—that is, how to evaluate. Given the fundamental
metaphors, certain investigations and judgments become possible. The
judgments are about whether the social programs are any good, not
about whether the metaphors fit and not even about finer descriptions
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of the programs themselves. The difference is between describing and
evaluating: These are fundamentally different acts. In both cases
metaphors are employed but to different ends.

Perhaps this difference can be seen more clearly if the roles are
reversed. Suppose that the Minds Are Computers metaphor is used for
evaluation purposes. One can imagine trying to assess the information
processing capacity, the memory storage, and the encoding processes
of the mind — even comparing different minds on these dimensions. No
doubt various criteria for evaluating would emerge from our exper-
ience with computers, and no doubt one could develop reliable pro-
cedures for assessment. One might end up saying that the information
processing of a particular mind was very strong but the feedback
mechanisms were poor. One would use concepts similar to those in
cognitive psychology, but the purpose would be quite different than
that of trying to describe the mind by computer analogies or judging
the goodness of fit. In the act of evaluating, the metaphor is used to
generate criteria for making judgments of worth. Conversely, if one
used the metaphor Social Programs Are Assembly Lines in a descriptive
investigation, one would investigate the degree to which social pro-
grams actually resemble assembly lines, modifying one’s notions of
industrial production to fit the operation of social programs. This is not
what evaluation theorists or evaluators do.

In general, these underlying metaphors provide some of the
basic concepts that instruct us on how to proceed. If one sees
arguments as wars, one will argue in a certain fashion. If one sees
social programs as industrial production, then one will evaluate in a
certain fashion. Once one is committed to a particular metaphor, cer-
tain entailments arise for both thought and action. Thus, the dominant
metaphors shape our actions. But not all metaphors are equally good
for the purposes they are supposed to serve. There can be good and bad
and appropriate and inappropriate metaphors, just as there can be
good and bad social programs (Binkley, 1981; Booth, 1978; Loewen-
berg, 1981). The sense in which a metaphor is true, correct, or appro-
priate is beyond the limits of this chapter, but what can be said briefly
is that the underlying metaphors must be considered within the con-
text of the overall conception of evaluation. That is, one must judge
the consequences of the overall conception. These judgments must be
based upon criteria broader than being simply true or false as the
notion is commonly understood. Evaluators of social programs must
embrace comprehensive notions of correctness, including rightness and
wrongness. The obligation of the evaluator is broader than that of the
describer.
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In retrospect, perhaps it is not so surprising that metaphoric
thinking is important in evaluation. Black (1962) has explored the
similarity between scientific models and metaphors and concludes that
both models and metaphors play an indispensable role in scientific
thinking. In fact, all intellectual pursuits rely upon such “exercises of
the imagination. . . . Perhaps every science must start with metaphor
and end with algebra; and perhaps without the metaphor there would
never have been any algebra” (Black, 1962, p. 242).
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The Preconditions for
Successful Evaluation
Is There an Ideal Paradigm?

Dennis J. Palumbo and David Nachmias

The field of evaluation research is undergoing an identity crisis. From its initial surge
in the 1960s when it was dominated by a single paradigm and researchers believed that
its potential was unlimited, it has been undergoing a metamorphosis. Instead of a
dominant paradigm, several alternative approaches to evaluation have emerged and
skepticism about its potential contributions to public policy has been raised. House
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(1980:11), for example, maintains that “The current evaluation scene is marked by
vitality and disorder. The scale, ubiquity, and diversity of evaluation activities make
comprehension difficult, even for those operating within the field.”

Such commentaries on the state of the field are very recent. In the 1960s and early
1970s, a dominant paradigm of evaluation research crystallized in the evaluation
community. Leaning heavily on Campbell’s (1969) vision of the “Experimenting
Society,” it was aimed at determining whether program goals were being achieved
through the employment of rigorous quantitative research methodologies. Findings
obtained in this manner were expected to find their way almost instantaneously in the
policy process leading to marked improvements in societal conditions. The challenge
was to establish “truth”; the problem of Speaking Truth To Power (Wildavsky, 1979)
remained mute.

Research anomalies, the personal experiences of both evaluators and policymakers,
and changing conceptions on the capabilities of government to ameliorate social
problems, have raised second thoughts about the dominant paradigm. This article
examines the dimensions of the identity crisis in the field of evaluation research, and
advances the case for a greater congruence between theory, methods and practice.
Four analytically distinct aspects of evaluation research are discussed: the relationship
of evaluation to decisionmaking processes; the methodologies for conducting evalua-
tions; the congruence between methodologies and organizational behavior; and the
relationship between the evaluators and program managers. Obviously, these are not
the only significant aspects of an ideal evaluation paradigm, but they are sufficient to
convey the major developments and the inherent complexities of the field. There is
also some overlap among the four aspects as is pointed out in the following sections.

The 1deal Role of Evaluations in Decisionmaking

The somewhat naive, apolitical notion that once the “truth” as revealed by evaluation
research was known, programs would be changed in accord with the evaluation
findings has been replaced with a welter of different and conflicting ideas about the
ideal role of evaluations in decisionmaking.

There are at least four distinct roles that evaluations can play in decisionmaking:
(1) they can result in terminate-continue decisions about programs; (2) they can lead
to decisions on program improvements; (3) they can constitute only one informational
component in decisionmaking, and not necessarily the most important; and (4) they
caninform and educate society. The first and second roles are similar in that they both
lead to program improvements, but in the first, the improvement occurs when pro-
grams that fail to achieve their objectives are terminated, and in the second improve-
ments result because programs are made more effective.

There are proponents for each of these four roles. The traditional view has been that
evaluations should lead to terminate-continue decisions (summative). There is, how-
ever, an increasing emphasis on the program improvement role (formative evaluation)
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of evaluations. This shift reflects an increased awareness that many evaluation find-
ings are inconclusive (Bernstein and Freeman, 1975), and that social programs tend to
exert a differential impact on their target population depending on the degree of need
(Hofferbert, 1982). Still others suggest that evaluation research, while being one
source of information for policy decisions, is not necessarily the best guide (Wil-
davsky, 1979). The idealized evaluator, Brandl (1978:8) writes, seeks the truth; but
elected officials are concerned with the “good,” “Or, more likely, an accommodation
of competing ideals of what is good, or perhaps just re-election.” Brandl, who is a state
legislator, maintains that legislators see evaluators as just another interest group
advocating its value preferences, but the evaluation community is not among the most
powerful of interest groups. The fourth role of evaluation is the most ambiguous one
in the sense that it should be used primarily for “influencing and instructing society”
(Cronbach, 1980).

Concerns over the proper role of evaluations in decisionmaking have remained
unresolved and the confusion seems to be growing rather than receding. Forexample,
in their Introduction to the 1981 Evaluation Studies Review Annual, which includes
some of the best research produced in the latter half of the 1970s, Freeman and
Solomon claim that the principal trend in evaluation research is a concern with the
role of evaluation in decisions, and that there is a growing emphasis on understanding
and modifying the front and back ends of the evaluation process so as to improve
utilization.

The “front-end” refers to pre-evaluation activities such as evaluability assessment.
The purpose here is “to build a shared understanding and, if possible, to achieve
consensus on evaluation requirements and strategies to maximize the applicability of
results and increase the likelihood of program improvement” (p. 16). Accordingly, the
ideal role of evaluations is to increase the likelihood of program improvement and not
lead to terminate-continue decisions. The “back end” refers to the utilization of
evaluations. It is here that there is a great deal of confusion as to whether evaluations
are used, and over what organizational structures and incentives promote utilization.
Freeman and Solomon (p. 17) contend that many of the generalizations on utilization
*...aretentative and untested.” The utilization of evaluation findings continues to be
an important problem in evaluation research (Nachmias and Felbinger, 1982). In an
attempt to increase research utilization, there has been a growing interest in implemen-
tation research and process evaluations. The ideal role of evaluation in this research is
sequential, incremental program improvement.

Perhaps most important, as Freeman and Solomon point out, there are disquieting
indicators about the extent to which evaluation research is likely to be supported by
government. The 1980s have becn marked by a tightening of federal expenditures in all
departments and agencies, and growing skepticism about the worth of evaluation
research. Officials in the Reagan Administration and in Congress are not supportive
of evaluation research in particular nor of social science research in general (Whyte,
1982). ldeology, not research, plays a greater role in policymaking (deLeon, 1983).
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This raises serious dilemmas about the future of evaluation research and its use.

Consider the position of Rossi and Freeman (1982:15), for example, who view the
field as “a robust area of activity devoted to collecting, analyzing, and interpreting
information on the need for, implementation of, and impact of intervention efforts to
better the lot of humankind by improving social conditions and community life.” In
referring to “intervention efforts,” the authors leave off the word public, thereby
implying that evaluation research can be used to evaluate private sector interventions
as well. But, for the most part, program evaluation involves public programs, and as
the authors acknowledge, the growth of government was an important stimulus for the
development of evalution research. Implicit in this view is the belief that government
can improve societal conditions. In the dominant paradigm, evaluation research is to
be used as a way of deciding whether or not a program should be continued. In the long
run, societal conditions will be improved because ineffective, unworkable programs
will be terminated and effective ones will be continued. This view takes for granted an
expanded role for government and excludes the possibility that programs could be
terminated because government should not have intervened at all in certain areas. This
latter, of course, is the ideological persuasion of the Reagan Administration, and a
conclusion reached by some scholars with regard to governmental regulatory practices
in several policy areas (e.g., Wilson, 1980; Bardach and Kagan, 1982; Savas, 1982).
Evaluation research that concludes that the private sector, in particular voluntary
associations, can provide services more effectively and at less cost than government
agencies is quite different from program evaluation aimed at improving the operations
of existing government programs. The former, broader kind of policy evaluation is
concerned with the macro-question of finding the most effective institutional arrange-
ment for allocating society’s scarce resources, not with the micro-problem of wheth-
er a specific public program can be improved.

In many ways, evaluation research is an analytic continuation of reformist tradi-
tions. Political scientists, in particular, believe that they can find ways of making
government both more effective and more responsive, and their evaluations most
often are of governmental institutions and processes rather than of specific policies or
programs. As Rossiand Freeman (1982:31) observe, by the 1980s, evaluation research
became more “than an isolated academic concern; it thrived in the context of the social
policy and public administration movement.” These movements have stimulated
evaluation research by contributing a new army of professionals trained in public
policy, poiicy analysis and public administration programs across the country. The
programs are primarily concerned with improving public management and public
policy. They attempt to do this not only by imparting conceptual and analytical skills
but also by training and socializing people for professional careers in the public sector.
The latter aspect may well have the stronger impact.

The shift that occurred in governmental finances in the 1980s is ominous for
evaluation research because program evaluation is likely to be the first cutback when
programs are being retrenched. In the 1960s and 1970s, evaluations were used to
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legitimize government intervention by demonstrating that government was concerned
with the accountability of new programs. But now that public programs are being
curtailed, often irrespective of their effectiveness, evaluation research is less justified
and may even become a liability. Furthermore, if government turns over social
programs to the private sector and volunteers, what role can evaluation research play?
This is not a rhetorical question because it is unclear to us, at least, whether evaluation
research can play any role in a system in which the “invisible hand” is supposed to
make public policy decisions. For example, if consumers are given a choice of what
schools they want to send their children to through a voucher system, then there is no
need for independent evaluations to determine which programs are working; the
parents themselves do the evaluating and they vote with their feet, so to speak, by
taking their children out of the schools they do not like and sending them to the ones
they prefer. Not all of these choices will be made on the basis of whether or not the
programs are effective; they will be made for reasons of status, class, race, and other
social factors. Whether a voucher system will eventually be used in education is not the
point here. The point is that there is an increasing body of policy research that
advocates a diminished role for government in areas such as health delivery (Olsen,
1981), social regulation (Wilson, 1980), and urban services (Savas, 1982).

The Ideal Methodology for Conducting Evaluations

There is much more consensus in the field about the most appropriate methodology
for conducting evaluations. The dominant paradigm is what House (1980) terms the
“behavioral objectives” approach. This approach is goal-oriented, uses experimental
and quasi-experimental research designs, and heavily leans on quantitative data. For
example, Freeman and Solomon (1981) in their Evaluation Studies Review Annual,
include 25 evaluation articles of programs in education, human resources and social
services, law and public safety, health, mental health, substance abuse and the envir-
onment. Twenty-three of the twenty-five use quantitative data and most of these are
experimental or quasi-experimental evaluations. Although the articles in this volume
are not representative of all evaluation research, Freeman and Solomon claim that
their sample includes work that is “higher in methodological quality than those
produced by the overall evaluation effort” (p. 13). The articles they include are in a
very real sense, ideal, and the ideal here undoubtedly is quantitative research.

Now, more than in the past, there is some acceptance for an alternative methodol-
ogy sometimes called “qualitative” evaluation research and sometimes called “natural-
istic” inquiry or ethnographic research (Guba and Lincoln, 1981; Patton, 1980). This
methodology is becoming somewhat more popular because it resolves the evaluator’s
predicament by attempting to represent all significant value positions in the evaluation
(House, 1980). At the same time, some find it more effective for purposes of utiliza-
tion. Patton (1978) suggests that the “personal factor,” that is, the relationships that
develop between the program manager and the evaluator, are critical for utilization.
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Although the naturalistic methodologies have added an important dimension to
evaluation research, there are no signs that a paradigm shift will occur.

Congruence Between Methodologies and Organizational Decisionmaking

The methodologies used by evaluators must be congruent with organizational behav-
ior for the findings to be utilized. Guba and Lincoln (1981:26) call this requirement for
method and theory congruence “value-boundedness.” They argue that “the values
undergirding the substantive theory selected to guide the inquiry [must be] resonant
with the values undergirding the methodological [paradigmatic] theory.” Thus, if
organizations are conceived of as bureaucracies in the Weberian sense, “conventional
methodological approaches serve quite well, since they, like bureaucratic theory, are
very systems oriented” (p. 27).

At present, evaluators assume that decisionmakers analyze the situation first, then
act. More explicitly, that decisionmakers, before they act, identify goals, specify
alternative strategies for attaining them, assess the alternatives against a standard,
such as costs and benefits, and then select the “best™ alternative (the synoptic para-
digm). But if organizations in fact do the opposite - if they act first and then analyze,
evaluate and rationalize what they did - then evaluations based on the synoptic
paradigm will be out of resonance.

The dominant evaluation paradigm is synoptic both in its methodology and in the
assumptions it makes about the way organizations behave. For example, a great deal
of evaluation research is based on the assumptions of micro-economic theory. That is,
individuals and organizations are assumed to be rational, and to behave so as to
maximize or at least “satisfice” some identifiable goal or a set of goals. Accordingly,
the principal job of the analyst is to model organizational choices, to deduce desired
objectives, and to estimate the relative effectiveness of different strategies for attaining
them. But what if decisionmakers pay little attention to the relative effectiveness of
different strategies for attaining the objectives stipulated in an evaluation? Suppose
that they are more likely to act first and only then analyze why it is they did what they
did. Suppose further that this kind of analysis is done informally and intuitively and
that it is stored in personal memories, so that when the organization is faced with a
similar situation in the future, its members recall previous experiences and try toapply
these to the new situation. They do not re-analyze, search for alternatives, nor
establish desired objectives. Instead, they repeat the cycle of acting then analyzing why
they acted as they did. Obviously, in such a situation, a priori, micro-economics
methods will be of little use in helping organizational actors. All the same, the
economists’ approach - with its claim for rationality and efficiency - has been
legitimized by government officials, and since there are far more economists in
government than there are other social scientists (e.g., political scientists, sociologists,
anthropologists), it is not surprising that the micro-economics approach to evaluation
is prominent. The synoptic, “problem-information-decision” cycle has seldom been



108 EVALUATION STUDIES REVIEW ANNUAL

supported by empirical studies assessing the utilization of information in the policy-
making process (Dutton et al., 1980; Rothman, 1980; Hargrove, 1980; Weiss, 1981).
Furthermore, contemporary organization theory advances the thesis that organiza-
tions are not best conceived as rational instruments for achieving societal goals but as
organized anarchies, or loosely-coupled systems (Cohen et al., 1972; Dunsire, 1978;
Wieck, 1976). Still, the synoptic evaluation model continues to dominate.

If organizations behave in the latter manner, what are the implications for evalua-
tion research? One thing seems clear: synoptic and micro-economic evaluations are
likely to miss the mark because organizations (decisionmakers and individuals in
organizations) are not looking for the one best way or most efficient alternative for
solving a problem. They are instead searching for support for actions already taken,
and for support that serves the interest of various components of the policy-shaping
community (Walker, 1981). Thus, evaluators concerned with utilization should at-
tempt to discover what societal needs have been met by the decisions undertaken; they
should determine which stakeholders’ interests are served by organizational actions.

The ideal paradigm of evaluation congruent with the reversed decision cycle is quite
different from the dominant, synoptic paradigm. This can be demonstrated by exam-
ining the preconditions for successful evaluation based on the synoptic, goal-directed
paradigm, and then contrasting them with the preconditions for successful evaluation
based on the reversed decision cycle. Before describing these preconditions, we should
note that this is a heuristic device, meant to illuminate the argument. Not everyone will
agree with all of these preconditions, nor do we claim that we have described every
conceivable one. '

For the goal-directed paradigm, the preconditions of ideal evaluations are as
follows:,

Precondition I: The program to be evaluated must have clearly stated, operational
goals on which all relevant participants agree.

Precondition 2: An explicit technology for achieving these goals must exist and be
implemented.

Precondition 3: The methodology for determining the extent to which the program
produces the outcomes and for controlling exogenous factors must be available.

Precondition 4: The managers of the program being evaluated must be committed
to working toward achieving program goals.

Precondition 5: Decisionmakers must be committed to utilize the results of the
evaluation.

Only rarely are all these preconditions met. Program goals tend to be amorphous,
multiple and contradictory. Legislation is almost always ambiguous because it is
politically expedient to be ambiguous. Moreover, policy goals do not become less
ambiguous or more uniform when they are delegated to administrators for implemen-
tation. Administrative discretion allows for different interpretations of goals. Blau
(1955) reported that two employment agency units, which had similar official goals,
actually were very different in what they really were attempting to accomplish. One
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unit was highly competitive, with members striving to outproduce each other in terms
of the numbers of individuals placed. In the other unit, cooperation and quality of
placement was stressed. Broad goals become more specific in implementation but the
more specific goals take a variety of possible forms. Within the implementing organi-
zation, units can move into divergent directions which even if they are consistent with
the stated goals could interfere with each other. Furthermore, often the technology for
achieving policy goals is unavailable. We do not know how to eliminate the causes of
poverty and crime nor how to design the perfect implementing organization. Although
we have a great many sophisticated methodological tools at our disposal, we still do
not know how to determine cause and effect relationships in uncontrolled environ-
ments which are the most typical in policy evaluation research. The ideal program
manager is committed to working toward achieving program goals, but we do not
often have ideal managers. Finally, decisionmakers are not committed to using the
results of evaluations, especially when the results are either inconclusive or at variance
with political objectives and ideological dispositions. The goal-directed paradigm
derives from preconditions that seldom, if ever, can be realized. Why, then, should we
build evaluation research on these preconditions? Why not, instead, build it on more
realistic preconditions?

For the reverse decision cycle (i.e., action first, then analysis) the preconditions for
evaluation are the following:

Precondition 1: Some of the activities engaged in by program administrators lead
to positive outcomes valued by some stakeholders.

Precondition 2: The positive outcomes are related, even if only indirectly to the
formally stated goals of the agency.

Precondition 3: The evaluation focuses mainly on positive outcomes.

Precondition 4: Program managers trust the evaluators.

Precondition 5: The evaluation may or may not be utilized depending on the
findings.

Let us consider each of the preconditions and see how they contrast with those of the
goal-directed paradigm. The first precondition is compatible with the ideas of “goal-
free” evaluation (Scriven, 1972). The evaluator does not assume that there are precon-
ceived goals the program is to achieve but, instead, looks at what is being done and
identifies the positive outcomes produced by these activities. These outcomes are
positive in the sense that they are beneficial or important to some of the stakeholders
associated with the program (Stake, 1974). Since the agency will have formally stated
goals for which it will be held accountable by some stakeholders, the positive out-
comes must be correlated with the formally stated goals even if they are not identical.

The third precondition is especially important and may be why most evaluations
based on the synoptic paradigm fail. The major challenge faced by a program manager
charged with the responsibility of implementing a new program is to generate and
maintain enthusiasm on the part of those who are implementing the program (Ripley
and Franklin, 1982). The program manager has to convince the implementors that the
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new goals and objectives are worthwhile, and that they will serve their best interests.
For those who are new to the program it is easier for the manager to instill a sense of
purpose and commitment to the program. In all cases, however, it is essential for the
program manager to emphasize the positive aspects of the program.

All programs inevitably have both positive and negative aspects. To maintain a high
level of activity and implementation, the positive aspects must be emphasized. But
evaluation conducted under the synoptic, dominant paradigm inevitably turns up
negative aspects of programs. This is because programs seldom, if ever, will meet their
original intentions perfectly. Program objectives change and evolve as they are being
implemented (Majone and Wildavsky, 1979; Palumbo and Harder, 1981), and we usu-
ally do not have the social technology, adequate resources and administrative know-
how, foraprogramtoachieveall of its original objectives. Thus, a program manager has
to be wary of, and even downright hostile, toward asynopticevaluation becauseitinvar-
iably points out negative aspects. Most programs operate in a politically volatile
climate. Thus, no matter how solid it is methodologically, a synoptic evaluation
cannot help a program manager because parts of it can be used against him or her.

This brings us to the fourth precondition. The program manager must be willing to
trust the evaluator, and the likelihood of trust will increase with the conviction that the
evaluation will produce helpful and useful information for the program manager.
Thus, it is impossible for the evaluator to be totally independent or to engage in
detached scientific research if his/ her objective is utilization. This may sound as if we
are saying evaluations should engage in whitewashing, but this is not what this
precondition requires. Whitewashing occurs when wrongdoing is covered up or if the
evaluation is perfunctory or gives a biased presentation of data. What precondition
four requires is that evaluators become advocates for the programs and emphasize its
positive outcomes. Similar to lawyers in the adversarial process of a trial, evaluators
taking this approach should make the best case they can for the program they are
evaluating. Given that values cannot be eliminated from evaluating (Guba and Lin-
coln, 1981), they may as well become an open, explicit aspect of the evaluation.
Indeed, if the program is producing only negative or dysfunctional outcomes, it is the
evaluator’s obligation to report this. Obviously, he or she should not expect the
evaluation to be used if all that is found are negative outcomes (Precondition 5). The
program still may continue if it serves the political interests of decisionmakers and
benefits some key stakeholders. Some programs exist only because they are part of a
pork barrel, and negative evaluation findings are likely to be discredited or ignored.

The preconditions of the reverse decision cycle might be characterized as political
evaluation (Stufflebeam and Webster, 1981). Political evaluation has the following
advantages: it is acceptable to program managers; it helps build a positive image of
social programs; it helps point to aspects of the programs that achieve positive
outcomes; and it helps build and maintain constituencies’ support for the program. At
the same time, political evaluation has some inherent problems: it is biased toward
emphasizing the positive aspects of programs; it is susceptible to cooptation by
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program managers; and it is scientifically and (perhaps) professionally less credible
than synoptic evaluations. We make no ethical judgement about whether political
evaluation is morally inferior to scientific evaluation. Nor do we argue that it would
produce more responsive public policies than summative evaluations. All we suggest
here is that it is more congruent with the actual policy process. It is based on more
realistic assumptions about organizational behavior. Incremental decisionmaking
and organized anarchies (i.e., organizations) are not as idealistic as the synoptic,
goal-oriented paradigm is, but they more realistically convey the complexities of
policy behavior. Idealistically, we might like to increase the amount of rationality in
organizations, but until this objective is reached, the political evaluation paradigm is a
more realistic alternative for the conduct of policy evaluation.

The Ideal Evaluator-Manager Relationships

If there is disagreement about the ideal role of evaluations in decisionmaking, about
the ideal methodologies for conducting evaluations, and about the need for congru-
ence between evaluation methodologies and organizational behavior, there is almost
total confusion about the ideal relationship between evaluators and those being
evaluated. To a large extent, the relationship depends upon the methodologies used.
The synoptic paradigm requires detachment and independence between the two
parties. This, however, raises serious problems with respect to utilization. In order for
evaluations to be of use to and be used by program managers, it is essential for a great
deal of both “front end” and “back end” interaction to take place (Patton, 1978;
Cronbach, 1980; Sproull and Larkey, 1979; Conner, 1979). But close interactions of
evaluators and program managers may impinge on the validity and credibility of the
results.

As it evolved during the 1970s, evaluation research moved out of the universities
and the majority of evaluations were done by private firms in response to Requests-
for-Proposals (RFPs) issued by government agencies. This development changed the
nature of the enterprise as well as the relationship between the evaluator and the
program manager. Because most evaluations are done on the basis of R FPs written by
government agencies, not only are the goals and objectives of evaluations somewhat
dictated by government agencies, but the entire enterprise has been put at the mercy of
the government and, therefore, of the political process. Evaluations conducted under
these conditions are political not only in the sense that they are subject to the political
pressures of stakeholders (Guba and Lincoln, 1981:22), but also in the sense that they
are subject to the political whim of change in government regimes. In contrast to
evaluation research conducted in universities where the objective is to build knowl-
edge and where the interests of the researchers tend to predominate (Coleman, 1972),
evaluation research conducted by consulting firms is dominated by the interests of
those being evaluated. House (1980:11) observes that “Too often evaluators do what
sponsors want them to do. Too often evaluators misconceive the nature of their tasks
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and do injustice to the social programs that they evaluate.”

Many evaluations conducted under these conditions may be of interest to practi-
tioners but they are of little interest and have scant impact on academic research.
Consider, for example, the kinds of problems addressed in the Evaluation Studies
Review Annual mentioned above (Freeman and Solomon, 1981). One can almost take
a Proxmire-like attitude about some of the topics reviewed, when viewed from the
halls of academe: “Decreasing Dog Litter: Behavioral Consultation to Help A Com-
munity Group”; “Evaluation of the Costs and Benefits of Motorcycle Helmet Laws™;
“Homeowner Warranties: A Study of the Need and Demand for Protection Against
Unanticipated Repair Expenses.” These, of course, are eminently practical concerns,
but of minimal interest to academic social scientists. If the government did not fund
this research, who would do it and why? Certainly no one in the traditional disciplines
in universities. Instead it would be done by service agencies such as Consumer’s Union.

Thus, the problem of the ideal relationship between evaluator and program manag-
er is a much broader one than the question of whether or not those being evaluated
should participate in the formulation and execution of an evaluation. It touches upon
institutional relationships, profit motives, and the resulting credibility and validity of
evaluations.

Conclusions

The dominant paradigm of current evaluation research is goal-directed, views its role
in decisionmaking in a narrow sense, and is in the logical positivistic tradition.
Whereas these attributes contributed to the acceptance of policy evaluation research
in academia, the overall contributions of research to the policy process have been
limited. A major reason for this is that the dominant paradigm is more congruent with
research traditions in the social sciences than with the actual policy process. It is
patterned along assumptions and norms conducive to the scientific estate, not the
political-bureaucratic estate.

Recent developments in the policy evaluation field pose serious challenges to the
prevailing paradigm. The proposition that evaluations should lead to terminate-con-
tinue decisions is being questioned. There is an increasing use of qualitative, case study
methods as a methodology for conducting evaluations, and there is a shift in organiza-
tion theory away from the rational, top-down bureaucratic model toward the loosely-
coupled, reticular approach.

Although these developments reinforce each other, they will not be reflected in the
practice of policy evaluation research for some time. Paradigmatic shifts are slow
processes, especially when multiple participants with conflicting objectives are in-
volved. Clark and McKibbin (1982:672) have described how views of school adminis-
trators are changing from the top-down model to the loosely-coupled approach, but
added a caveat:
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The newer organizational perspectives . . . will eventually permeate the field of educational administra-
tion because they are useful. Their spread will be slow, however, because the language, politics, and
psychology of rationalism will make it difficult for practitioners to espouse the new perspectives or to
abandon safe, rational structures.

The dominant principles are difficult to dislodge, because as these authors point out, it
is impractical for an administrator to say to legislators or boards of trustees that
redundancy and waste cannot be eliminated, or that goals are determined after one has
acted, not before, or that the technology to accomplish desired goals is unavailable.
Managers need to have mission statements and formal goals in order to hold their
subordinates accountable and to protect themselves from challenges from outside.

As we have argued above, there is at present no ideal evaluation paradigm: the
dominant model is both methodologically and institutionally inadequate; the pro-
posed model is currently unattainable. But the tension between the two is not irrecon-
cilable even though the dominant paradigm of evaluation research and its assump-
tionsabout how organizations behave are likely to remain unchanged for some time. It
is more likely that the dominant paradigm will be adjusted in an incremental, loosely-
coupled manner to be more congruent with the policy process, and then be given a new
name to show that in fact that is where the field was headed all along. Like all Holy
Grails, the ideal evaluation paradigm in all its pristine trappings might well be
eternally beyond our grasp. That does not imply that the rewards are not worth the
quest. Indeed, the implicit assumption of this article is that they surely are. Thus, the
challenge before both evaluation practitioners and sponsors is to define what this ideal
paradigm might be - most critically, how it resolves the rigor vs. relevancy rivalry -
and begin to move in those directions.
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I1

THE CONTEXT
SURROUNDING EVALUATION

In this part of the Annual we move from a discussion of different evalua-
tion paradigms to a discussion of contextual (or setting-specific) factors affect-
ing evaluation. Evaluation is not simply a technical activity involving the
design and implementation of sound scientific procedures. Evaluators contin-
ually strive to achieve a balance between the need for rigorous models and the
concerns of various constituencies who utilize, and who are affected by, eval-
uation data. Since evaluation research is not conducted within a social
vacuum, consideration of how contextual factors affect the design, implemen-
tation, interpretation, and utilization of evaluation is essential. Successful eval-
uations are those that are able to strike a balance between the rigors of science
and the constraints posed by the people, programs, and settings in which the
evaluation is conducted. These constraints include interpersonal conflict, eco-
nomic limitations, political pressure, and environmental limitations.

The articles in this section focus primarily on contextual issues surrounding
national evaluations. While the context of national evaluations may differ to
some extent from narrower evaluations, many of the issues are common to all
types of evaluations. Some of these contextual issues concern the appropriate
role of the federal government in setting the evaluation agenda, the influence
of political factors in affecting who and what is evaluated, and the use of
evaluation data in establishing public policy.

In most evaluation research, the relationship between evaluators and those
being evaluated is a factor affecting the degree of success of the evaluation.
Travers and Light review early childhood educational evaluations and point
out how these programs are shaped by forces external to the evaluation. They
note that program policies evolve as a function of objective environmental
conditions as well as various constituency concerns. Therefore, it is critical to
view policies within the context of general societal change. To be successful,
evaluations must be responsive to continual shifts in program priorities.
Travers and Light describe how evaluation research and program policies
exist in a dialectical relationship; evaluations affect policies and policies affect
the conduct of evaluations. They make an important distinction between eval-
uations informing policymakers and evaluations being coopted by policy-
makers (e.g., research versus advocacy). The authors argue that as much as
possible, evaluators should maintain their scientific research perspective.

The federal government is a primary provider of funds for and consumer of
evaluations. With increasing frequency, mandates for evaluation of social
programs are legislated. The extent to which the government (in this case the
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U.S. Congress) should be involved in defining the parameters of evaluation
research is addressed by St.Pierre. After reviewing several national-level eval-
uations, St.Pierre concludes that congressional involvement is desirable in
proposing evaluation questions, defining relevant target audiences, and estab-
lishing the temporal parameters of the evaluation. In contrast, congressional
involvement in specifying particular evaluation methodologies or research
designs is unnecessary and, in many cases, detrimental to carrying out success-
ful evaluations,

Havender reviews another aspect of the role of the government in evalua-

“tion research. He provides a concrete example of how the relationship
between the scientist (in this case, evaluator) and policymakers (the govern-
ment) affect public policy. The article discusses the ban of cyclamates by the
FDA and the conditions under which this ban occurred. For the most part,
the ban was based on the government’s interpretation of the scientific data
that cyclamates were harmful to health. Havender suggests, however, that
data utilized to make this decision were incorrectly assessed and interpreted.
This view is based on the lack of replicable data that were available to make
an accurate interpretation, the likelihood that Type I errors were made due to
the use of liberal p values (up to .20), and the unrealistic expectations of the
FDA regarding the statistical sensitivity of the data. This article provides a
clear example of how evaluation data are used to make important policy deci-
sions in ways that may not be appropriate. With recognition of this fact, eval-
uators will be better able to assess the context under which their data might be
used or misused. In turn, this will foster the development of appropriate
strategies for dealing with the utilization of evaluation data.

As pointed out by St.Pierre, Congress often commissions evaluations of
policy issues it considers. An interesting example of this is a request for eval-
uation data by the House Subcommittee on International Security and Scien-
tific Affairs for its hearings on chemical warfare. Specifically, the subcom-
mittee requested “information describing deterrence against use of chemical
weapons, Soviet and U.S. chemical warfare capabilities, binary chemical weap-
ons, and disarmament.” The agency charged with providing this information
was the U.S. General Accounting Office’s (GAO) Institute for Program
Evaluation.

Reprinted here is a series of items related to the chemical warfare debate
and the GAO evaluation report. These include the congressional letter request-
ing the study, the introductory and concluding chapters of the GAO evalua-
tion report, and communications between the Department of Defense and the
GAO about the report. In addition, segments of the Congressional Record
covering this issue and the evaluation report (including, surprisingly, a
methodological discussion) as well as two articles from the Washington Post
commenting on this issue are included. This section of the Annual provides an
extremely interesting view of factors influencing the design, implementation,
interpretation, and utilization of evaluation data. What makes it even more
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important is the extreme relevance of the data to international foreign policy.
According to Lois-ellin Datta, Associate Director of the GAO Program Eval-
uation and Methodology Division,

The study could be credited, if one is persuaded by its conclusions, with saving
about $114 million in 1983 alone in development and cumulatively with far
greater savings. While many factors influenced the Congressional decision ... the
study was among the major influences in the decision, read widely and debated
hotly.

We expect that the evaluation community will find this section particularly
enlightening, since the influence of contextual factors on evaluation comes
through clearly.

Rossi concludes this section with a paper on the prospects for social science
under the “Reagan Regime.” While the paper was written soon after Reagan
took office, the points raised about how the context surrounding evaluation
affects its conduct are still relevant. Overall, Rossi’s assessment of the situa-
tion is mixed. His discouragement comes from the general reduction in
resources for social science research and intervention. On the positive side,
however, is the fact that these reductions have brought attention to the social
sciences, attention that has led some policymakers to reaffirm their commit-
ment to some types of social science research. In a metaphorical summary of
his views, Rossi states,

It has become clearer that we are not the weak, incompetent, and superfluous
pussycats the conservatives thought we were.... Social science research and
social scientists [are] more like percherons—strong, competent, able to take on a
big load and do a good job. ... It does not look as if we will be given ... a
chance at glorious martyrdom. (p. 26)
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Evaluating Early Childhood
Demonstration Programs

Jeffrey R. Travers and Richard J. Light
INTRODUCTION

During the last two decades, public and private
programs for young children and their families have
undergone profound changes. Programs and philosophies
have proliferated. Program objectives have broadened.
Federal support has increased: Projected expenditures
for child care and preschool education alone neared
$3 billion several years ago. Target populations have
expanded and diversified, as have the constituencies
affected by programs; such constituencies reach beyond
the target populations themselves.

A sizable evaluation enterprise has grown along with
the expansion in programs. Formal outcome measurement
has gained increasing acceptance as a tool for policy
analysis, as a test of accountability, and to some extent
as a guide for improving program practices. Programs have
been subjected to scrutiny from all sides, as parents,
practitioners, and politicians have become increasingly
sophisticated about methods and issues that once were the
exclusive preserve of the researcher. At the same time,
evaluation has come under attack--some of it politically
motivated, some of it justified. Professionals question
the technical quality of evaluations, while parents,
practitioners, and policy makers complain that studies
fail to address their concerns or to reflect program
realities. Improvements in evaluation design and outcome
measurement have failed to keep pace with the evolution
of programs, widening the gap between what is measured
and what programs actually do.

This report attempts to take modest steps toward
rectifying the situation. Rather than recommend specific
instruments, its aims are (1) to characterize recent

From Jeffrey R. Travers and Richard J. Light, “Evaluating Early Childhood Demonstration Pro-
grams.” pp. 3-53 (selected pages) in Learning from Experience: Evaluating Early Childhood Demon-
stration Programs, edited by J. R. Travers and R. J. Light. Copyright © 1982 by National Academy
Press. Reprinted by permission.
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developments in programs and policies for children and
families that challenge traditional approaches to evalua-
tions and (2) to trace the implications for outcome
measurement and for the broader conduct of evaluation
studies. We have attempted to identify various types of
information that evaluators of early childhood programs
might collect, depending on their purposes. Our intent
is not so much to prescribe how evaluation should be done
as to provide a basis for intelligent choice of data to
be collected.

Two related premises underlie much of our argument.
First, policies and programs, at least those in the public
domain, are shaped by many forces. Constituencies with
conflicting interests influence policies or programs and
in turn are affected by them. Policies and programs
evolve continuously, in response to objective conditions
and to the concerns of constituents. Demonstration
programs, the subject of this report, are particularly
likely to change as experience accumulates. Consegquently,
evaluation must address multiple concerns and must shift
focus as programs mature or change character and as new
policy issues emerge. Any single study is limited in its
capacity to react to changes, but a single study is only
a part of the larger evaluation process.

Second, the role of the evaluator is to contribute to
public debate, to help make programs and policies more
effective by informing the forensic process through which
they are shaped. Though the evaluator might never
actually engage in public discussion or make policy
recommendations, he or she is nevertheless a participant
in the policy formation process, a participant whose
special role is to provide systematic information and to
articulate value choices, rather than to plead the case
for particular actions or values.

Note that we distinguish between informing the policy
formation process and being co-opted by it--between
research and advocacy. Research is characterized by
systematic inguiry, concern with the reduction and
control of bias, and commitment to addressing all the
evidence. Nothing that we say is intended to relax the
need for such rigor.

There are many views of the evaluator's role. Relevant
discussions appear in numerous standard sources on evalu-
ation methodology, such as Suchman (1967), Weiss (1972),
Rossi et al. (1979), and Goodwin and Driscoll (1980).
Some of these views are consonant, and some are partially
contrasting with ours. For example, one widely bheld view
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is that the role of the evaluator is, ideally, to provide
definitive information to decision makers about the
degree to which programs or policies are achieving their
stated goals.' Though we agree that evaluation should
inform decision makers (among others) and should strive
for clear evidence on whether goals are being met, we
argue that this view is insufficiently attuned to the
pluralistic, dynamic process through which most programs
and policies are formed and changed.

Sometimes the most valuable lesson to be learned from
a demonstration is whether a particular intervention has
achieved a specified end. Often, however, other lessons
are equally or more important. An intervention can
succeed for reasons that have little import for future
programs or policies--for example, because of the efforts
of uniquely talented staff. Conversely, a demonstration
that fails, overall, may contain successful elements
deserving replication in other contexts, and it may
succeed in identifying practices that should be amended
or avoided. Or a demonstration may shift its goals and
"treatments" in response to local needs and resources,
thereby failing to achieve its original ends but
succeeding in other important respects.

By the same token, a randomized field experiment, with
rigorous control of treatment and subject assignment, is
sometimes the most appropriate way to answer questions
salient for policy formation or program management. In
such situations, government should be encouraged to
provide the support necessary to implement experimental
designs. There are situations, however, in which
experimental rigor is impractical or premature, or in
which information of a different character is likely to
be more useful to policy makers and program managers.
Preoccupation with prespecified goals and treatments can
cause evaluators to overlook important changes in the
aims and operations of programs as well as important

!Strictly speaking, this view applies only to "summa-
tive" evaluations, as distinguished from "formative"
evaluations, which are intended to provide continuous
feedback to program participants for the purpose of
improving program operations.
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outcomes that were not part of the original plan. If
demonstrations have been allowed to adapt to local
conditions, thoughtful documentation of the process of
change can be far more useful in designing future programs
than a report on whether original goals were met.

Even if change in goals and treatments is not at
issue, understanding the mechanisms by which programs
work or fail to work is likely to be more helpful than
simply knowing whether they have achieved their stated
goals. These mechanisms are often complex, and the
evaluator's understanding of them often develops
gradually. To elucidate mechanisms of change, it may be
necessary to modify an initial experimental design, to
perform post hoc analyses without benefit of experimental
control, or to supplement quantitative data collection
with qualitative accounts of program operations.

In short, we believe that evaluation is best conceived
as a process of systematic learning from experience--the
experience of the demonstration program itself and the
experience of the evaluator as he or she gains increasing
familiarity with the program. It is the systematic
quality of evaluation that distinguishes it from advocacy
or journalism. It is the need to bring experience to
bear on practice that distinguishes evaluation from other
forms of social scientific inquiry.

THE PROGRAM AND POLICY CONTEXT OF THE 1980s

Public policy both creates social change and responds
to it. The evolution of policies toward children and
families must be understood in the context of general
societal change. Demographic shifts in the number of
young children, the composition of families, and the
labor force participation of mothers in recent years have
increased and broadened the demand for services. They
have also heightened consciousness about policy issues
surrounding child health care, early education, and
social services. Policy makers and evaluators in the
1980s are coping with the consequences of these broad
‘changes. Contemporary policy issues and program
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characteristics constitute the environment in which
evaluators ply their trade, and they pose challenges with
which new evaluations and outcome measures must deal.

To understand the policy context surrounding demonstra-
tion programs for children in the 1980s, it is useful to
begin by outlining some general considerations that affect
the formation of policy. These generic considerations
apply to virtually all programs and public issues but
shift in emphasis and importance as they are applied to
particular programs and issues, at particular times, under
particular conditions. The most fundamental consideration
is whether the program or policy in question (whether
newly proposed or a candidate for modification or termina-
tion) accords with the general philosophy of some group
of policy makers and their constituents. Closely related
is the question of tangible public support for a program
or policy: Can the groups favoring a particular action
translate their needs into effective political pressure?

Assuming that basic support exists, issues of access,
equity, effectiveness, and efficiency arise. Will a
program reach the target population(s) that it is intended
to affect (access)? Will it provide benefits fairly,
without favoring or denying any eligible target group--for
example, by virtue of geographic location, ethnicity, or
any other characteristics irrelevant to eligibility? And
will its costs, financial and nonfinancial, be apportioned
fairly (equity)? Will it achieve its intended objectives
(effectiveness)? Will it do so without excessively
cumbersome administrative machinery, and will cost-
effectiveness and administrative requirements compare
favorably with alternative programs or policies
(efficiency)?

Two related concerns have to do with the unintended
consequences of programs and policies and their interplay
with existing policies and institutions. Will the policy
or program have unanticipated positive or negative
effects? Will it facilitate or impede the operations of
existing policies, programs, or agencies? How will it
affect the operations of private, formal, and informal
institutions?

Programs for children and families are not exempt from
any of these concerns. Some have loomed larger than
others at times in the past two decades, and the current
configuration is rather different from the one that
prevailed when the first evaluations of compensatory
education were initiated. The policy climate of the early
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1960s was one of concern over poverty and inequality and
of faith in the effectiveness of government-initiated
social reform. The principal policy initiative of that
period directed toward children and families--namely, the
founding of Head Start--exemplified this concern and this
faith. Head Start was initially administered by the now
defunct Office of Economic Opportunity (OEO), and many
local Head Start centers were affiliated with OEO-funded
Community Action Programs. Thus, while it was in the
first instance a service to children, Head Start was also
part of the government's somewhat paradoxical attempt to
stimulate grass roots political action "from the top
down." The national managers made a conscious, concerted
effort to distinguish Head Start from other children's
services, notably day care. The latter was seen as
controversial--hence, a politically risky ally.

The early 1960s was a time of economic and governmental
expansion. Consequently, questions of cost and efficiency
did not come to the fore. The principal concerns of the
period were to extend services--to broaden access--and to
demonstrate the effectiveness of the program. As noted
earlier, effectiveness in the public mind was largely
equated with cognitive gains. Despite the political
character of the program, studies documenting its
effectiveness as a focus for community organization and
political action received little attention or weight--
perhaps because the political activities of OEO-funded
entities, such as the Community Action Programs and Legal
Services, were sensitive issues even in the 1960s. Yet
it was precisely the effectiveness of Head Start at
mobilizing parents (together with the political skills of
its national leaders) that saved the program when the
Westinghouse-Ohio study produced bleak results and a new
administration dismantled OEO.

During the 1970s the policy climate changed markedly.
Economic slowdown and growing disillusionment with what
were seen as excesses and failures of the policies of the
1960s brought about a concern for accountability and
fiscal restraint, a concern that is still present and
growing. Head Start responded by establishing national
Performance standards in an effort at quality control.
Expansion was curtailed as the program fought to retain
its budget in the face of inflation and congressional
skepticism. (In fiscal 1977 only 15-18 percent of
eligible children were actually served by Head Start.)
Policy makers and program managers began to demand that
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evaluations focus on management information and cost
accounting.

At the same time, other policies and programs for
children and families were gaining national attention.
Economic pressures, the increased labor force participa-
tion of women, and the rise of feminism brought day care
into prominence. Federal investment in day care
increased under Title XX of the Social Security Act and
numerous other federal programs for the working poor,
backed by a curious alliance of feminists, liberals,
child advocates, and "workfare conservatives." Although
anti-day-care, "pro-family" forces remained strong,
public subsidy of day care was gradually, if sometimes
grudgingly, accepted as a reality. Most of the policy
controversy surrounding day care in the 1970s centered on
the trade-off of cost and guality: Should day care be
viewed primarily as a service designed to free (or force)
mothers to work--and therefore be funded at minimum
levels consistent with children's physical and
psychological safety? Or should it be viewed as a
developmental service, akin to Head Start, or as a
vehicle for delivering other services, such as health
care and parent counseling, with attendant increases in
cost? The controversy took concrete form in the debate
over the Federal Interagency Day Care Requirements--
purchasing standards that specify the type and guality of
care on which federal dollars can legally be spent.

As we move into the 1980s, new, or more precisely
latent, issues are likely to become prominent with respect
to day care. The financing of day care is likely to
become an ever more pressing problem, as the service
becomes increasingly professionalized. Day care workers,
among the nation's lowest paid, are likely to seek higher
wages. Informal, low-cost care by friends or relatives
may absorb less demand than it has in the past, as women
who have heretofore provided such care either enter the
work force in other capacities or begin to seek increased
recognition and compensation for their services. At the
same time, the importance of relatively informal care
arrangements, such as family day care, have come to be
recognized in policy circles. 1Informal arrangements are
in fact the most prevalent forms of out-of-home care,
especially for children of school age and for children
under three. With this recognition will come new debates
about the proper role of government: Should it regulate?
Provide training? Invent new subsidy mechanisms? Major
demonstrations examining alternative funding and regula-
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tory policies for both center and family day care have
already been undertaken by the state of California.
Novel ways of funding child care, such as "tuition"
vouchers, have been urged and studied, and a child care
tax credit has already been legislated.

Day care is of course not the only type of children's
program that underwent major change in the 1970s.
Important new initiatives arose in the areas of child
health and nutrition. For example, the Department of
Agriculture established the Supplementary Food Program
for Women, Infants, and Children and the Child Care Food
Program; these provide low-cost nutritional supplements
to low-income families and to the child care programs
serving them. The Early and Periodic Screening,
Diagnosis, and Treatment program was established to
ensure that children from low-income families would be
examined for problems of health, vision, hearing, etc.

Another initiative, sweeping in its implications, was
the federal mandate under the Education for All
Handicapped Children Act of 1975 (P.L. 94-142) that
handicapped children be provided with a "free, appropriate
public education," interpreted to mean education in the
"least restrictive environment" feasible given their
handicaps. The consequences for public schools have been
enormous, and federal programs for younger children have
also responded by building in provisions for the handi-
capped. The Head Start Economic Opportunity and Community
Partnership Act of 1976 requires that 10 percent of Head
Start slots in each state be set aside for handicapped
children.

Although P.L. 94-142 is linked to federal funds to aid
the handicapped, the law has the character of an entitle-
ment rather than being a service program per se. The law
establishes very broad rights and guidelines, not particu-
lar machinery for service delivery. Entitlements greatly
broaden the constituencies affected by federal policy,
for they extend far beyond the children of the poor. They
highlight questions of access and equity for those
charged with enforcement at the federal level. 1In the
case of P.L. 94-142, questions of effectiveness and
efficiency have largely been delegated to the local
level: Local experts and practitioners are confronted
with the task of devising programs that work at reasonable
costs under local conditions. Questions having to do with
overall effects of the policy on children, schools, and
families have not been addressed at a national level.
However, federal funds have been made available under
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other legislative authorization for the establishment and
evaluation of small-scale model programs for serving
handicapped children.

Another major development with profound consequences
for the schools is the bilingual education movement. The
movement has been reinforced by the courts, most notably
by the case of Lau v. Nichols, in which a California
federal district court, later upheld by the U.S. Supreme
Court, declared that it is discriminatory for schools to
provide instruction only in English to students whose
primary language is not English. Although the case was
brought on behalf of Oriental children, its primary
effects are being felt in those states where Hispanic
children constitute a large and growing segment of the
student population. And, like P.L. 94-142, the bilingual
education movement has generally trickled down to the
preschool level, where bilingual programs are rapidly
being established in Head Start and other programs. The
bilingual movement poses basic guestions about federal
and state policies toward minority subcultures--questions
of pluralism versus integration that have never been fully
addresssed. At the local level, these highly controver-
sial issues are fueled with additional controversies over
what are seen as federal rights of encroachment and the
responsibilities of local governments.

Concurrent with these specific legislative and judicial
initiatives, more diffuse but no less important policy
issues have arisen in connection with certain federal
demonstration programs. Two characteristics of these
programs are particularly salient: an emphasis on the
family and the community institutions with which it
interacts, rather than on the child in isolation, and a
stress on localism--on the diversity, rather than the
uniformity, of programs and on their adaptation to local
values and conditions. Programs exemplifying these
emphases include Head Start's spinoff demonstrations,
such as the Parent-Child Development Centers and the
Child and Family Resource Program. These projects have
acquired new strategic importance, in part as a result of
a recent General Accounting Office report (General
Accounting Office, 1979) that holds them up as models for
future delivery of services to children from low-income
families. Some nonfederal programs also emphasize
multiservice support for families; an example is the
Brookline Early Education Project, a privately funded
program within a public school system. Other important
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examples are day care programs funded under Title XX of
the Social Security Act, which provides grants to states
to purchase social services. These programs often
provide a wide range of services that go beyond direct
care of the child. And Title XX itself represents an
attempt to decentralize decision making by allowing
states considerable latitude in the use of federal funds.

These policy emphases have multiple roots. 1In part
they stem from a reaction against what has been seen as
an intrusive, excessively prescriptive federal posture
vis-a-vis local programs and their clients. 1In part they
represent an assertion of the family's central role and
responsibility in child rearing. 1In part they have a
theoretical base and reflect an ecological perspective on
child development--one that sees changes in the child's
immediate social milieu, the family, and family-community
relations as the best way to create and sustain change in
individual children. In part they arise from practical
experience with and applied research on earlier programs,
which repeatedly showed dramatic differences in practices
and effects from site to site, even when they were
allegedly committed to implementing some prescribed
treatment or model.

Family support programs raise issues that have not
been prominent with respect to earlier demonstrations.
They focus attention on the relationships between
children's programs and other service agencies in local
communities. They also focus attention on relations
between programs and informal institutions, such as
extended families, which in some subcultures have
traditionally provided the kind of global support that
some demonstration programs aim to provide. They raise
basic guestions as to whether ecological approaches in
general are more effective than interventions aimed at
the child alone. Finally, they highlight issues having
to do with the prerogatives and responsibilities of
different levels of government and of government vis-a-vis
pPrivate program sponsors, service providers, and clients.
A tension is created by pressures for accountability at
the federal level and conflicting pressures for delegation
of responsibility to the state or local level. Evaluation
often plays a role in struggles among the various levels
of government, usually as a device by which federal
pProgram managers attempt to exert some control over local
practices.

In short, the policy context surrounding early child-
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hood demonstration programs in 1980 has become very
complex. 014 issues have remained, and new or resurgent
issties have been overlaid on them. The need to measure
program effects on children has not diminished--witness
the current effort by Head Start to develop a new, compre-
hensive battery of outcome measures. Concerns about cost,
efficiency, and equity have become acute, as the federal
government has expanded the scope of its responsibilities.
Broad entitlements and new initiatives have increased the
competition for finite resources in the face of widespread
resistance to further taxation and bureaucratic expansion.
There is increased pressure for centralized accountability
and cost and quality control. At the same time there has
been a broadening of the constituencies affected by early
childhood programs as well as increased emphasis on
pluralism of goals and values; decentralized, local
decision making; and the individualization of services.
Fortunately, no single evaluation will ever have to
address all of these policy concerns simultaneously.
Nevertheless, their complexity and antithetical value
premises pose staggering challenges for the evaluator who
hopes to influence policy. Although evaluators can
address only a small subset of these concerns, they must
constantly be aware of the larger picture or run the risk
that the information they provide will be irrelevant or
misleading in light of the full configuration of issues
bearing on the future of a particular program.

These last observations lead to a final point about
the policy climate of the 1980s: the role of evaluation
itself in policy determination. An evaluation industry
was born with the Great Society programs of the 1960s,
which often included evaluations as integral parts. That
enterprise has continued to grow and its audience has
expanded, as clients, advocacy groups, and practitioners
as well as policy makers and social scientists have
learned to use evaluation results for their own diverse
purposes. Congress has explicitly written evaluation
requirements into the authorizing legislation for major
programs, such as Title I of the Elementary and Secondary
Education Act and the Education for All Handicapped
Children Act.

As evaluation has grown in prevalence and importance,
some of its limitations have also become apparent. By
their very nature, evaluative studies must be restricted
in scope and therefore can address broad policy issues
only in a partial and fragmentary fashion. The injection
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of rational, systematic, analytic perspective into policy
formation does not dispense with value conflicts; the
choice of questions in evaluations is partly a matter of
values, and findings are always subject to interpretation
from multiple perspectives. Evaluation itself has costs,
not only financial but also in terms of respondent burden
and potential invasion of privacy. There are concrete
manifestations of resistance to evaluation, in the form
of increased restrictions on data collection.

Despite these limitations we believe that evaluation
can contribute to policy. Particular findings may mesh
with the immediate information needs of policy makers and
thus affect decisions directly. Boruch and Cordray (1980)
provide some striking case studies illustrating this sort
of direct contribution. Perhaps more typically, findings
from many studies over time can create a general climate
of belief, for example, belief that early intervention in
some sense "works," which in turn subtly and gradually
shapes the questions that policy makers ask, shifting
their attention, for example, from questions of effective-
ness to questions of access, equity, and efficiency.
Evaluation can also reveal unintended consequences of
programs and point to new policy questions and new
directions for program development. Sophistication about
the multiple concerns of policy makers and their own
limited roles in the process of policy determination may
breed in evaluators a salutary humility, but it should
not breed despair. And awareness should make their
contribution even greater.

IMPLICATIONS FOR OUTCOME MEASUREMENT
AND EVALUATION DESIGN

The programs and policy issues that have evolved over
the past two decades, particularly in the late 1970s, pose
serious challenges for evaluators. However, experience
in performing evaluative studies has been accumulating
since the early 1960s, and that experience offers contem-
porary evaluators some lessons about how to deal with at
least some of these challenges. In this section we dis-
cuss specific characteristics of contemporary programs
for young children that confront evaluators with problems
of design and measurement and lessons drawn from past
experience that may help improve future evaluations.
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Challenges to the Evaluator

Many of our concepts of outcome measurement and
evaluation design were, as already suggested, shaped by
the compensatory education and cognitive enrichment
programs of the early 1960s. These programs were
initiated under private auspices, often with government
funding, at one or a few sites. While these programs
were to become models for public policy and in many cases
were consciously intended as such, they were not
immediately concerned with issues of administration and
implementation on a large scale or with links to other
public service delivery systems, such as nutrition or
health care. Nor were they much concerned with questions
of cost or cost-effectiveness. The question on everyone's
mind was, will preschool education work? That is, will
it improve the school functioning and test scores of
low-income children?

The early programs were new and relatively small,
their goals were relatively clear and circumscribed, and
comparable services were not widely available. The
individual child was typically the recipient of treatment,
and the programs were implicitly conceived as operating
in relative isolation from other social institutions and
forces. Consequently, it was possible to devise simple
evaluations, in which test scores and school performance
of children in the program were compared with those of
similar children in the same communities who received no
services. The program itself was viewed as a unitary
"treatment," and children in the control or comparison
group were assumed to receive no treatment. Such
evaluation designs were straightforward extensions of
laboratory paradigms, although the children in control
groups were often selected by post hoc matching rather
than random assignment, thus making many evaluations
designs quasi-experiments rather than true experiments.
Of course, not all early programs were rigorously
evaluated, and not all evaluations were as limited as we
have suggested; for example, diffusion of effects to
siblings and neighbors was a topic of interest in some of
the early evaluation studies.

As suggested earlier, experimental designs are ideal
for answering certain kinds of evaluation questions,
because they provide the most direct means of establishing
linkages of cause and effect. Children's academic skills
and performance are often important program outcomes, and
standardized tests, properly interpreted, measure aspects
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of these skills. However, experience with the demonstra-
tions that have evolved over the past two decades has
made three points clear: First, a wider range of outcome
measurement is necessary to do justice to program goals.
Second, measurement of outcomes alone does not show why a
program achieved or failed to achieve its intended goal--
often the most significant lesson to be learned from a
demonstration. Third, the conditions necessary for
successful experimentation are often not met when demon-
strations are conducted on a relatively large scale.
Treatments tend to be multifaceted and variable. Often
the pairing of client and treatment is beyond the experi-
menter's control. Extremely complex designs may be needed
to tease out complex chains of causation.

We amplify these points in the pages that follow. It
should be clear, however, that we are not opposed to
experimental approaches, controlled assignment, or formal
designs. We discuss program characteristics that pose
barriers to formal experimentation in order to make a
case for supplementing, not supplanting, experimental
approaches with other scientifically defensible forms of
investigation. Similarly, we recognize the value of
outcome measures focused on individual development,
including academic skills and achievement. However, we
emphasize program characteristics that point to the need
for other kinds of data--measures of oudtcomes that go
beyond the individual child and measures of context and

process that illuminate why and how a program works or
fails to work.

IMPLICATIONS FOR THE EVALUATION PROCESS

Some of our suggestions about design and measurement
have indirect implications for the way in which applied
research is organized and conducted, for the way in which
its results may be presented most effectively, and even
for the relationship between applied research and basic
social science.

Involving Multiple Constituencies
in Selecting Outcome Measures

Given that demonstration programs affect many constitu-
encies that have a stake or a say in the program's future,
ways must be found to involve these groups or at least
take account of their concerns in selecting outcome
measures. Actual involvement is preferable, because it
Creates a commitment to the evaluation process, which may
not otherwise be present on the part of some constitutent
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groups, even if the outcome measures used in an evaluation
are relevant to their concerns.

To say that constituents should somehow be involved in
identifying salient concerns or potential program outcomes
of course does not mean that the outcomes can or should
be selected on the basis of a survey. Constituencies
differ in the salience that they accord to different
outcomes. In some cases, outcomes valued by different
constituencies may conflict. For example, when parents
of handicapped children exercise their rights to change
their children's educational placement, there is no
guarantee that the educational experiences of the child
will in fact be improved, either by the lengthy process
of appeals that may be involved or by the ultimate
outcome. In such a situation, legitimate values compete:
Is it more important for parents to have such rights or
for children to have steady, uninterrupted, and relaxed
educational experiences? Such conflicts create delicate
situations in which evaluators, sponsors of evaluations,
practitioners, and clients must negotiate the choice and
weighting of outcomes. Our point is that the scope of an
evaluation, the breadth of the audience for which it
provides at least some relevant information, and the
likelihood that its findings will be put to use will all
be enhanced if the perspectives of the various
constituencies are considered.

Communicating with Multiple Audiences

We have argued consistently that if evaluation is to
accomplish its goal of helping to improve programs and
shape policies, it must be attuned to practical issues,
not only to the interests of discipline-based researchers
and methodologists. Beyond this first and most important
step, evaluators can, by virtue of the way in which they
present their work, take further measures to ensure the
dissemination and utilization of their results.

Basic researchers are usually trained to speak only to
other researchers. Buttressed with statistics and hedged
with caveats, their reports typically have a logic and an
organization aimed at persuading professional critics of
the accuracy of careful delimited empirical claims.
However, applied researchers must address many audiences
who make very different uses of their findings. Policy
makers, government program managers, advocacy groups,
practitioners, and parents are among their many audiences.
Each group has its own concerns and requires a special
form of communication. However, all these groups bhave
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some common needs and aims, quite different from those of
the research audience. They all want information to guide
action, rather than information for its own sake. They
have limited interest and sophistication with respect to
research methods and statistics.

This situation poses practical and ethical problems
for the evaluator. The practical problem is simply that
of finding ways to communicate findings clearly, with a
minimum of jargon and technical detail. One strategy
that has proved effective in this regard is organizing
presentations around the guestions of concern to non-
technical audiences, rather than around the researcher's
data-collection procedures and analyses. Adoption of
this strategy of course presumes that the research itself
has been designed at least in part to answer the guestions
of policy makers and practitioners. 1In addition, the
impact of a report, however well written, can be enhanced
by adroit management of other aspects of the dissemination
process—--public presentations, informal discussions with
members of the intended audience, and the like--which can
help create a climate of realistic advance expectations
and appropriate after-the-fact interpretation.

The ethical problem is that of drawing the line between
necessary gqualification and unnecessary detail. One can
always write a report with a clear message by ignoring
inconsistent data and problematic analyses. The
difficulty is to maintain scientific integrity without
burying the message in methodological complexities and
caveats. There is no general formula for solving this
problem, any more than there is a formula for writing
accurately and forcefully. It is important, however,
that the problem be recognized--that researchers do not
allow themselves to fall back on comfortable obscurantism
or to strain for publicity and effect at the price of
scientific honesty.

Building in Familiarity and Flexibility

The considerations about design and measurement
discussed above have practical implications for the way
in which applied research is conducted. One implication
is that both researchers and the people who manage applied
research--particularly government project officers and
perhaps even program officers in foundations--need to
develop intimate familiarity with the operations of
service programs as well as basic understanding of the
policy context surrounding those programs. Technical
virtuosity and substantive excellence in an academic
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discipline do not alone make an effective evaluator.

Over and above these kinds of knowledge, a practical,
experiential awareness of program realities and policy
concerns is essential if evaluation is to deal with those
realities and to address those concerns. When third-party
evaluations are conducted by organizations other than the
service program or its funding agency, a preliminary
pPeriod of familiarization may be needed by the outside
evaluator. Moreover, that individual or organization
should remain in close enough touch with the service
program throughout the evaluation to respond to changes
in focus, clientele, or program practices.

A second, related implication is that the evaluation
process must be flexible enough to accommodate the
evolution of programs and the researcher's understanding.
Premature commitment to a particular design or set of
measures may leave an evaluation with insufficient
resources to respond to important changes, ultimately
resulting in a report that speaks only to a program's
past and not to its future. Such a report fails
disastrously in meeting what we see as the primary
responsibility of the evaluator, namely to teach the
public and the policy maker whatever there is to learn
from the program's experience.

There is danger, too, in the evaluator's being familiar
with programs and flexible in responding to program
changes as we have advocated. Too much intimacy with a
program can erode an evaluator's intellectual independ-
ence, which is often threatened in any case by his or her
financial dependence on the agency sponsoring the program
in guestion. (Most evaluations are funded and monitored
by federal mission agencies or private sponsors that also
operate demonstration programs themselves.) We see no
easy solution to this serious dilemma, but at the same
time we can point to mechanisms that limit any distor-
tions introduced by too close a relationship between
evaluator and program. Most important among them are the
canons of science, which require that the evaluator
collect, analyze, and present data in a way that opens
the conclusions to scrutiny. The political process can
also act as a corrective force, in that it exposes the
evaluator's conclusions to criticism from many value
perspectives. Finally, as some researchers have urged,
it may sometimes be feasible to deal with advocacy in
evaluation by establishing concurrent evaluations of the
same program, perhaps funded by separate agencies, but in
any case deliberately designed to reflect divergent
values and presuppositions.
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This report does not discuss in detail the institu-
tional arrangements that might lead to more effective
program evaluations nor does it examine current arrange-
ments critically. Such an examination would be a major
report in itself. Relevant reports have been written
under the aegis of the National Research Council, e.g.,
Raizen and Rossi (1981). However, we observe that many
major evaluations are funded by the federal government
through contracts with universities or private research
organizations. The contracting process is rather tightly
controlled. Subject to the approval of the funding
agency, the contractor is typically required to choose
designs, variables, and measures early in the course of
the study, then stick to them. It is rare that contrac-
tors are given adequate time to assimilate preliminary
information or to develop and pretest study designs and
methods. Sometimes the overall evaluation process is
segmented into separate contracts for design, data
collection, statistical analysis, and policy analysis.
It is perfectly understandable that the government is
reluctant to give universities or contract research
organizations carte blanche, especially in large evalua-
tions, which may cost millions of dollars. Even the
fragmentation of evaluation efforts may be partially
justifiable, on the grounds that it allows the government
to purchase the services of organizations with complement-
ary, specialied expertise. Whatever the merits of these
policies, it seems clear that in some respects the
contracting process is at odds with the needs we have
identified for gradual accretion of practical under-
standing and for flexibility in adapting designs and
measures to changes in programs.

Drawing on and Contributing to Basic Social Science

In some respects, evaluation stands in the same
relationship to traditional social science disciplines as
do engineering, medicine, and other applied fields to the
physical and biological sciences. Evaluation draws on
the theories, findings, and methods of anthropology,
economics, history, political science, psychology,
sociology, statistics, and kindred basic research fields.
At the same time, evaluation "technology" can also
contribute to basic knowledge. The approach to the
evaluation of children's programs set forth in this
report has implications both for the kinds of basic
social science that are likely to give rise to the most
useful applications and for the kinds of contributions
that evaluation can make to fundamental research.
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Traditionally, evaluation has borrowed most heavily
from basic research fields that emphasize formal designs
and quantitative analytic techniques--statistics,
economics, experimental psychology, survey research in
sociology, and political science. The approach to
evaluation we suggest implies that quantitative
techniques can usefully be supplemented--not supplanted--
by ethnographic, historical, and clinical techniques.
These qualitative approaches are well suited to formu-
lating hypotheses about orderly patterns underlying
complex, multidetermined, constantly changing phenomena,
although not to rigorous establishment of causal chains.
There is nothing scientific about adherence to forms and
techniques that have proved their usefulness elsewhere
but fail to fit the phenomena at hand. Science instead
adapts and develops techniques to fit natural and social
phenomena. When a field is at an early stage of develop-
ment, available techniques are likely to have severe
limitations. But the use of all the techniques available,
with candid admission of their limitations, is preferable
to Procrustean distortion of phenomena to fit preferred
methods in pursuit of spurious rigor.

Our proposed approach also suggests that global,
systemic approaches to theory, of which the ecological
approach to human development is an example, are
potentially useful. Ad hoc empirical "theories" that
specify relationships among small numbers of variables,
whatever their merits in terms of clarity and precision,
simply omit too much. Theories that explicate relation-
ships among variables describing individual growth,
family dynamics, and ties between families and other
institutions have greater heuristic value, even if they
are too ambitious to be precise at this early stage in
their development.

It should be clear that we favor precision, rigor, and
quantitative techniques. Each has its place, even given
the present state of the evaluation art, and that place
is likely to become larger and more secure as the art
advances. We argue, however, that description and
qualitative understanding of social programs are in
themselves worthwhile aims of evaluation and are
essential to the development of useful formal approaches.

We have indicated some of the directions in which we
think evaluation technology is likely to lead social
science. Because understanding social programs requires
a judicious fusion of qualitative and quantitative
methods, evaluation may stimulate new methodological work
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articulating the two approaches. We may, for example,
learn better ways to bring together clinical and experi-
mental studies of individual children or ethnographic and
survey-based studies of the family. Because understanding
programs requires an appreciation of interlocking social
systems, evaluation may contribute to the expansion and
refinement of ecological, systemic theories. Thinking
about children's programs may lead to a deeper under-
standing of the ways in which individual development is
shaped by social systems of which the child is a part.
Finally, because programs are complex phenomena that
cannot be fully comprehended within the intellectual
boundaries of a single discipline, evaluation may open up
fruitful areas of interdisciplinary cooperation.

We are well aware that science often proceeds analyti-
cally rather than holistically; for example, it is useful
for some purposes to isolate the circulatory system as an
object of study, even though it is intimately linked to
many other bodily systems. Nevertheless it is also
useful now and then to examine interrelationships among
previously defined systems to see if new insights and new
areas of study--new systems--emerge. It is our hope that
evaluation research can play this role vis-a-vis the
social sciences. By focusing on concrete, real-world
phenomena that do not fit neatly into existing theoretical
or methodological boxes, evaluation may stimulate the
development of both theory and method.
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Congressional Input to
Program Evaluation
Scope and Effects

Robert G. St. Pierre

q'he U.S. Congress is a major funder and user of program evalua-
tion. Through studies performed by federal administrative
agencies or by the General Accounting Office under direct congressional
mandate, and through studies performed by federal, state, or local
administrative agencies under general congressional authorization,
much of the program evaluation done in the United States is based on
congressional requests for information. In many cases Congress’s call
for evaluation is broad which reflects a general concern for accountabil-
ity rather than a specific informational need. For example, the General

From Robert G. St.Pierre, “Congressional Input to Program Evaluation,” Evaluation Review, 1983
7(4), 411-436. Copyright © 1983 by Sage Publications, Inc.
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Education Provisions Act applies to all federally funded education
programs (Section 1221b) and specifies that state and local applicants
for federal education funds must include an evaluation component in
order to “determine the effectiveness of covered programs in meeting
their statutory objectives” (Section 1232d). These provisions are stated
in general terms, and while they “establish the cornerstone of federal
policy on education evaluations, the influence of these requirements
remains unclear” (Boruch and Cordray, 1980: 2-18).

Stating evaluation requirements in broad terms is in keeping with
Congress’s approach to programmatic legislation that typically involves
arather general mandate for a program to ameliorate a given problem.
The appropriate federal administrative agency is then charged with the
task of preparing regulations in order to implement the program. This
approach is necessitated by the political compromises involved in pass-
ing legislation (a general program that is applicable to a wide range of
constituencies is more politically viable than a program targeted to a
small subpopulation) as well as by the great amount of work involved in
preparing regulations for program implementation. Congress deals with
national problems in which “policy is blocked out with broad brush-
strokes, and operational planning is left to lower levels” (Cronbach et
al., 1980: 102). The “broad brush” approach has also been a major tool
in creating legislation evaluation.

In other cases Congress has quite targeted information needs regard-
ing particular programs and prepares legislation mandating that federal
agencies addres those needs. For example, as part of the legislation that
creates or reauthorizes programs, Congress often includes a specific call
for evaluations to be conducted for program oversight. In the recent
past, major congressionally mandated studies in education have con-
cerned compensatory education, vocational education, bilingual educa-
tion, special education, and school finance, as well as other areas.

In spite of the increasing number of congressional mandates for
evaluation, discontent has been expressed about the impact of evalua-
tion on policy both by those involved in the legislative process and by
evaluators. Many evaluators believe that their work has had insufficient
impact on policy, and a literature has arisen on the topic (Florio et al.,

1979; Leviton and Hughes, 1981; Patton, 1978). Those in the legislative
arena complain that evaluators do not present information in clear,

concise, and understandable form; do not provide information in a
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timely fashion; do not provide unequivocal or concrete answers; do not
work directly enough with congressional staff; and do not address the
issues faced by Congress (Florio et al., 1979). The point is not that
evaluations are of little intrinsic value, but that the process of getting
evaluations used has been neglected by evaluators. Furthermore, Florio
et al. argue that it is up to the evaluators to remedy the situation by
justifying the utility of evaluation research to congressional users.

One way that evaluators have tried to solve this problem is to encour-
age legislators to be clear about what is wanted from an evaluation as the
legislation calling for the evaluation is being prepared. In a comprehen-
sive study of educational program evaluations, Boruch and Cordray
(1980) address the complaint that evaluators do not deal with the issues
faced by Congress, that information is not targeted to congressional
needs, and recommend that “evaluation statutes identify the specific
questions which need to be addressed and specific audiences for results”
and that “higher quality research designs, especially randomized exper-
iments, be authorized explicitly in law for testing new programs.” In a
companion study, Raizen and Rossi (1981) also call for greater specific-
ity in congressional requests for information and note that “a call for
evaluation that does not specify what questions are being asked can lead
to the mismatching of expectations and performance by Congress and
the evaluators”(p. 55). A similar message is relayed by Levine who holds
that “the ‘ideal legislation’ will specify the scope of the evaluation
activity, the questions to be addressed, and the procedure for reporting
these results to Congress, and to the responsible program and oversight
groups” (p. 19).

Thus, evaluators are responding to complaints about the utility of
evaluation in part by asking Congress for more direction—by saying
that more targeted information will result from more targeted ques-
tions. Still, some of the same evaluators are worried that Congress will
go too far in terms of specifying the nature of evaluation studies. On the
same page as their call for greater specificity of evaluation questions,
Raizen and Rossi note that “though we recommend that it be specific
with respect to question and audience, legislative language regarding
evaluation should refrain from specifying details of method (such as
sampling procedure or use of control groups) or of measurement” (p.
55). So, the clear call for input on evaluation questions and relevant
audiences also raises a concern that such requests for direction may
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result in overspecification, such as Congress giving directions in metho-
dological areas.

This article considers the advantage and disadvantages of having
evaluation users increase the specificity of evaluation requirements
through a review of the legislative requirements behind several congres-
sionally mandated national-level evaluations, and an in-depth examina-
tion of one congressionally mandated evaluation in which very specific
design parameters were included in the authorizing legislation. The
evaluations that form the basis of this article are drawn from education
and agriculture—two areas that have received substantial congressional
attention in recent years and that have been the subject of many evalua-
tions. It is likely that the conclusions reached here apply to many
(although perhaps not all) federal programs, and especially to those that
have received relatively little evaluation. The conclusion is that specific
congressional input in the areas of evaluation questions, audiences, and
timeliness is warranted and important, while explicitness in areas of
research design is unnecessarily restrictive and can diminish the quality
of evaluations.

SOME RECENT
CONGRESSIONALLY MANDATED EVALUATIONS

The legislation that accompanies the creation or reauthorization of
social programs often calls for studies of some sort to be conducted in
preparation for the next reauthorization. The directions given by Con-
gress to federal agencies in charge of implementing the evaluations (and
hence to contracted evaluators) come in two forms: (1) the initial legisla-
tion that includes a mandate for research or evaluation; and (2) subse-
quent refinement of the mandate through discussions between research
staff in federal agencies and responsible congressional committee
staffers. This article concentrates on the scope and effects of the first
type of congressional input to evaluation: the impact of the written
legislative mandate and related materials from sources such as commit-
tee reports and the Congressional Record. Though many of the exam-
ples used here draw on educational evaluations, some examples outside
education are included to show that the conclusions drawn apply to
evaluations of human service delivery programs in general.
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The education program that has received the most attention in terms
of congressionally mandated evaluation efforts is Title I of the Elemen-
tary and Secondary Education Act of 1965 (now called Chapter I of the
Educational Consolidation and Improvement Act of 1981). Title I is the
cornerstone of federal aid to elementary education and was the first
federal education act to require annual evaluations at the local level. By
requiring local evaluations, Congress has created pressure on itself to
make periodic national evaluations. For example, as part of Public Law
93-380 (Title I, Part B, Section 821), in 1974 Congress requested that the
National Institute of Education (NIE) conduct a comprehensive study
of compensatory education programs. A somewhat abstracted version
of the relevant legislation follows.

(a) The National Institute of Education shall undertake a thorough evaluation and

study of compensatory education programs including . . .

(1) examination of the fundamental purposes of programs and the effectiveness

. of programs in attaining such purposes;

(2) analysis of means to identify accurately the children who have the greatest
need for programs;

(3) analysis of the effectiveness of methods for meeting the educational needs of
children, including the use of individualized written educational plans for
children and programs for training the teachers of children;

(4) exploration of alternative methods, including the use of procedures to assess
education disadvantage, for distributing funds to State and local educational
agencies. . .;

(5) not more than 20 experimental programs, which shall be reasonably
geographically representative . . .; and

(6) findings and recommendations, including recommendations for changes in
such title I or for new legislation.

(b) The National Advisory Council on the Education of Disadvantaged Children
shall advise the Institute with respect to the design and execution of such study.
(c) ...interim report to the President and to the Congress not later than December 31,

1976, and . . . final report nine months after the . . . interim report. . . . Such reports

shall not be submitted to any review outside of the Institute before their transmittal

to the Congress.
(d) Sums made available pursuant to . . . the Elementary and Secondary Education

Act of 1965 shall be available to carry out the provisions of this section.

(e) (1) The Institute shall submit to the Congress, within one hundred and twenty
days after the date of the enactment of this Act, a plan for its study to be
conducted under this section.

In 1978, the NIE responded to this mandate with a coordinated effort
consisting of more than 35 research projects which addressed a great
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range of issues and cost some $15 million. As can be seen from the
legislation, some parts of the congressional mandate were quite broad,
calling for an examination of the fundamental purposes of compensa-
tory education. However, according to Brown et al., the provision of
issue-specific information was of much greater interest to Congress than
research on more global processes: “Congress was interested in the likely
effects of making marginal changes in its use of familiar policy instru-
ments; it did not need speculative research on more fundamental
changes” (1979: 11). For example, as part of the mandate Congress
requested specific information on the effects of proposed changes in
program legislation by asking NIE to investigate Representative Albert
Quie’s proposal to allocate Title I funds to school districts based on
numbers of low-achieving rather than low-income children.

In a review of the process used by NIE in conducting the study, Hill
identified several technical and tactical problems, one of which was
“how to move from the broad research objectives set by Congress to
specific statements of researchable problems” (1980: 59). Given the
nonspecific nature of most of the congressional mandate, Hill and his
colleagues spent a great deal of time across a two-year period building a
research strategy. This included reaching agreement with Congress on a
proper response to the requirements of the mandate, asking Congress to
identify topics that the mandate had omitted, and proposing additional
areas of research to Congress. In short, a large amount of effort was
required to specify the questions that were of most importance to
Congress. A good part of the success of NIE’s study can be attributed to
this up-front work.

As part of the Education Amendments of 1978 (Public Law 95-561,
Section 102) Congress called for a study of Title I that differed in many
key respects from the previously discussed Title I evaluation. In the
present case, Congress was concerned about complaints that Title I
regulations dealing with the comparability of Title I and non-Title I
services were preventing schools from making the best use of Title I
funds. In response, Congress mandated a study of the effects of alterna-
tives to the comparability provision that would provide greater flexibil-
ity to schools. The study mandate is abstracted below.

(a) The Commissioner shall, not later than September 30, 1981, make a study of the
feasibility and desirability of alternative criteria for demonstrating the comparability
of services . . . in each project area . . . to those provided outside such areas. . . .

(b) The Commissioner may select all the local educational agencies in one State and
not more than twenty such agencies in other States which are reasonably
representative of the various geographical areas of the Nation for participation in
the study. . . .
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(c) Local educational agencies selected for participation in the study provided for in
this section shall demonstrate comparability through the use of alternative
criteria, which, at a minimum, meet the conditions of the following paragraphs. . ..

(d) Inorderto provide a basis for comparison, local educational agencies participating
in the study under this section shall continue to make reports under existing
criteria for comparability of services.

The congressional call for a study of the comparability provision is
much more specific than the legislation cited earlier. The mandate goes
so far as to prescribe the number of school districts that should be
involved in the study as well as the distribution of the sample. Further-
more, the legislation contains direct language (not reproduced here) as
to the conditions that must be met by schools participating under
alternative criteria for demonstrating comparability. As will be appar-
ent from subsequent examples, this level of congressional input occurs
when a genuine political difference is being negotiated. Due to the high
degree of prescription, the evaluation report (Ellman et al., 1981) noted
two major limitations imposed on the study by the congressional man-
date. First, Congress narrowed the nature and scope of the alternatives
in such a way that only alternatives very similar to the existing provision
were eligible. Second, as a result of the mandated sampling plan, one of
the alternatives was overrepresented in the sample.

In Public Law 95-561 (Part C, Section 742) Congress called for the
Office of Bilingual Education and the NIE to establish a program of
research in bilingual education. As was the case with the mandated Title
I studies, some of the language in the abstracted legislation is quite
broad and some is fairly targeted.

(a) (1) Through competitive contracts provide financial assistance for research and
development proposals.

(2) Carry out a program of research in bilingual education in order to enhance the
effectiveness of bilingual education.

(3) Coordinate research activities of . . . appropriate agencies in order to develop a
national research program for bilingual education.

(b) Authorized research activities include:

(1) studies to determine and evaluate effective models for bilingual-bicultural
programs;

(2) studies to determine (A) language acquisition characteristics and (B) the most
effective method of teaching English within the context of a bilingual-
bicultural program to students who have language proficiencies other than
English;

(3) A five-year longitudinal study to measure the effect of this title on the
education of students who have language proficiencies other than English;

(4) studies to determine . . . methods of identification of students who should be
entitled to services;
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(5) the operation of a clearinghouse on information for bilingual education;
(6) studies to determine the most effective methods of teaching reading to chil-
dren and adults who have language proficiencies other than English;
(7) studies to determine the effectiveness of teacher training preservice and inser-
vice programs;
(8) studies to determine the critical cultural characteristics of selected groups of
individuals.
(c) Provide for periodic consultation with representatives of State and local edu-
cation agencies and appropriate groups.
(d) Publish and disseminate all requests for proposals.
(¢) Through competitive contracts develop and disseminate instructional materials
and equipment suitable for bilingual education programs.
(f) Authorized for fiscal year 1979 and for each succeeding fiscal year ending prior to
October 1, 1983, $20,000,000 to carry out these provisions.

The response to this mandate included a formal research plan pre-
pared by the Office of the Assistant Secretary for Education (1979)
which outlined a comprehensive agenda of research and evaluation for
bilingual education. The plan included some 24 research activities
responding to all aspects of the congressional mandate. As of this
writing, some of the research has been completed while other parts are
just beginning.

In 1976, Congress issued a quite general request for information as
part of the reauthorization of the Vocational Education Act. An
abstract of the relevant legislation (Public Law 94-482, Title V, Part B,
Section 523) is given below.

(a) Carry out astudy of the extent to which sex discrimination and sex stereotyp-
ing exist in vocational education programs assisted under the Vocational
Education Act of 1963, and of the progress made to reduce or elimi-
nate discrimination and stereotyping in programs and in the occupations for
which programs prepare students.

(b) (1) The National Institute of Education shall undertake a thorough evalua-
tion and study of vocational educational programs. . . . Such a study shall
include:

(A) a study of the distribution of vocational education funds in terms of
services, occupations, target populations, enrollments, and educational
and governmental levels and what such distribution should be in order to
meet the greatest human resource needs for the next 10 years;

(B) an examination of how to achieve compliance with, and enforcement of,
the provisions of applicable laws of the United States;

(C) an analysis of the means of assessing program quality andeffectiveness;

(D) no more than three experimental studies to be administered by the Insti-
tute. . ;

(E) findings and recommendations, including recommendations for changes
in such Acts or for new legislation.



150

EVALUATION STUDIES REVIEW ANNUAL

(2) Make an interim report to the President and to the Congress not later
than September 30, 1979, and make a final report no later than September
30, 1980. Such reports shall not be submitted to any review outside of the
Institute before their transmittal to the Congress.

(3) Funds to carry out the provisions of this section shall not exceed
$1,000,000 per year for each of the fiscal years ending prior to October I, 1979.
(4) (A) Submit to the Congress, within 10 months after the date appropria

tions become available, a plan for the study to be conducted under this
section.

The NIE responded to this mandate by preparing a study plan and
contracting for a series of six research and evaluation projects. The
overall structure of the vocational education study was patterned after
the Title I study that NIE had done in 1977: A team of researchers at NIE
prepared the study plan, wrote requests for proposals, selected research
contractors, guided the research, and used the contracted research
results to prepare reports for Congress.

As part of the Education Amendments of 1978, Congress mandated a
study of the Department of Defense’s overseas education system for the
children of defense personnel. Written into Public Law 95-561 (Title
X1V, Section 1412) the call for a study, as shown below, is very broad.

(a) (1) The Director shall provide for a comprehensive study of the entire defense
dependents’ education system, which shall include a detailed analysis of the
education programs and the facilities of the system.

(2) Thestudy ... shall be conducted by a contractor selected by the Director after
an open competition. . . . The contractor shall submit a report to the Director
not later than one year after the effective date of this title.

(b) Indesigning the specifications for the study . .. and in selecting a contractor . ..
the Director shall consult with the Advisory Council on Dependents’
Education.

(c) The Director shall submit to the Congress not later than one year after the
effective date of this title the report . . . describing the results of the study . . .
together with the recommendations of the contractor for legislation or any
increase in funding needed to improve the defense dependents’ education
system. . . . Such report shall not be submitted to any review before its
transmittal to the Congress.

(d) The Director may provide for additional studies of the defense dependents’
education system to be conducted in accordance with the provisions of this section,
but such studies shall not be conducted more frequently than once a year.

In spite of the mandate to submit a report to Congress within one year
of the legislation (which was dated November 1978), a contract for the
study was not awarded until May 1982.
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The final example to be presented is the congressional call for an
evaluation of the U.S. Trustee program. In 1978, as part of Public Law
95-598 (Section 408), Congress included the following mandate:

(a) The Attorney General shall conduct such studies and surveys as necessary to
evaluate the needs, feasibility, and effectiveness of the United States trustee
system and shall report the result of such studies and surveys to the Congress,
the President, and the Judicial Conference of the United States, beginning on
or before January 3, 1980, and annually thereafter during the transition period.
Not later than January 3, 1984, the Attorney General shall report to the
Congress, to the President, and the Judicial Conference of the United States, as
to the feasibility, projected annual cost and effectiveness of the United States
trustee system, as determined on the basis of the studies and surveys respecting
the operation of the United States trustee system in the districts, together with
recommendations as to the desirability and method of proceeding with
implementation of the United States trustee system in all judicial districts of the
United States.

©

~

The evaluation is under under way and, in fact, is scheduled to be
completed by the end of 1982 rather than the mandated date of J anuary
3,1984, to allow adequate time for congressional review and delibera-
tion. Unless continued or modified by legislation, the U.S. Trustee
program will terminmate on April 1, 1984.

COMMON CHARACTERISTICS OF
MANDATED EVALUATIONS

Several common characteristics of congressionally mandated evalua-
tions can be identified by examining the above sections of legislation.
One series of legislative requirements deals with operational issues
involved in the process of getting the evaluation under way, with fund-
ing, and with reporting of results. Except for the bilingual education
research mandate, each piece of legislation specifies a date for reporting
the results of the study or studies. Though reporting dates are sometimes
selected so that information will be available in time to provide input for
annual appropriations hearings for the next congressional reauthoriza-
tion, such well-planned timing is not standard (Boruch and Cordray,
1980). In some cases, Congress simply requires annual reports of pro-
gress and findings.

Another characteristic shared by most of the mandates is specification
of funding authority. Some of the studies are funded through monies
set aside for evaluation in which a proportion of the funds spent on the
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program in question—one-half of one percent in the case of ESEA Title
I—is allocated for annual evaluation activities. In other cases, Congress
authorizes specific dollar amounts for evaluation. Several of the
evaluation mandates also contain provisions for reporting results
directly to Congress without review or revision by the Executive Branch.
Hill (1980) documents both the appropriateness of this requirement as
well as the problems it can cause. Finally, all of the reviewed mandates
delegate responsibility for the evaluation to an appropriate federal
agency.

In addition to these operational issues that occur with some fre-
quency, several other related issues were observed less often. Included
here are requirements for the evaluation to be conducted by a competi-
tively selected independent contractor; for Congress to review and
approve the evaluation’s methodology; for affected groups to have input
to the process of planning the evaluations; and for the implementation
of demonstration projects when appropriate.

A second series of requirements contained in evaluation legislation
has to do with specification of research areas. Those who have criticized
Congress for being overly vague in their calls for evaluation are in part
supported by the evidence presented here. The examples include some of
the largest and most important mandated educational evaluations over
the past several years, yet in few cases were evaluation questions clearly
specified. The situations where pointed questions were asked are those
in which Congress wanted information on the effects of specific pro-
posed changes in legislation—for example, Quie’s proposal for chang-
ing the formula for the way in which ESEA Title I funds are allocated,
and the study of changes in the Title I comparability provision. Thus,
when there is a division in Congress or when there has been a public
debate over the adequacy or fairness of a particular regulation or aspect
of a program, Congress can prepare legislation calling for an investiga-
tion of alternative ways of addressing the issue. However, the more
common situation—as demonstrated by these examples—involves a
general mandate for the purpose of program oversight to “conduct a
comprehensive study,” to “undertake a thorough evaluation,” or to
“carry out a program of research.” This is not to say that these general
mandates are inappropriate; rather, it is important to reinforce the fact
that studies that are clearly focused on issues of concern to Congress
have a better chance of providing information that is useful for assisting
in the policy process than studies focused on issues selected primarily by
evaluators. The latter set of issues may be perfectly reasonable, but
without congressional input they may not be of maximum utility in
program oversight.
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A third set of requirements that could potentially be contained in
legislative mandates deals with the methodology of conducting evalua-
tions. Reviewing the legislation presented here reveals little in this area.
The study containing the most direct language on methodology is the
study of ESEA Title I comparability, which specified a sample of all
school districts in one state plus up to 20 school districts spread across
other states. Furthermore the sample was to be “reasonably representa-
tive of the various geographical areas of the Nation.” The other man-
dates reviewed here were much less concerned about methods. Some of
them authorized the sponsoring agency to initiate experimental pro-
grams if they are needed in order to conduct the research. In the case of
the 1974 ESEA Title I legislation, NIE conducted demonstration pro-
gramsin 13 school districts to test the effects of implementing Represen-
tative Quie’s proposal. The bilingual education legislation called for a
five-year longitudinal study. Still, with the exception of the Title I
comparability study, few evaluators would regard this level of input to
methodology as a major infringement on the way in which any of the
mandated evaluations were to be conducted.

This review has shown that most congressional evaluation mandates
consist of general calls for evaluation rather than including specific
evaluation questions or methods. On the other hand, there are examples
in which Congress has been quite targeted in terms of its information
needs, and we reviewed one example in which authorizing legislation
included a good deal of language on methodology. The evaluation
literature cited contains complaints about a lack of congressional direc-
tion in terms of questions to be addressed, but has expressed concern
that congressional mandates should not move in the direction of specify-
ing evaluation methods—a concern that appears well-founded based on
the Title I Comparability Study. To investigate this issue further we now
turn to an in-depth examination of a congressionally mandated evalua-
tion in which the legislation includes quite detailed language both in
terms of evaluation questions and evaluation methods.

BACKGROUND TO THE COMMODITY DONATION
DEMONSTRATION AND EVALUATION

In December 1980, Congress directed the U.S. Department of Agri-
culture (USDA) to design and implement a demonstration program and
an associated evaluation in order to estimate the effects of two altera-
tives to the donation of agricultural commodities to schools participat-
ing in the National School Lunch Program. The USDA distributes
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foods bought under price support and surplus removal legislation to
needy recipients through the Commodity Donation Program. In fiscal
year 1981, about 90% of all donated commodities (some $900 million
worth of food) was given to schools participating in the National School
Lunch Program. These donated commodities comprised about 20% of
all foods served to children in the school lunch program.

The Commodity Donation Program has been the subject of some
controversy in recent years, in part because it has the mandate to satisfy
two competing yet somewhat contradictory objectives: to aid American
farmers by stabilizing farm prices through the purchase of excess agri-
cultural commodities, while at the same time to improve the nutritional
well-being of needy adults and the nation’s schoolchildren. The key
problem is that the program’s major stakeholders (farmers, food proces-
sors, food distributors, and schools) have different goals and thus
different views on how the Commodity Donation Program should
operate. Proponents of the program argue, for example, the following:
(1) Commodities are used to help provide children with a wholesome
and nutritious meal, and moving away from the current program would
result in the use of less nutritious foods in school lunches. (2) Food
provided to schools by the USDA costs less than locally purchased food
of the same quality. (3) The program provides the agricultural support
needed to maintain the viability of the American farmer (any other
system could not direct assistance to the specific markets currently
included in the USDA’s purchase activities). (4) The quality of donated
foods is higher than food schools would purchase on their own. (5) The
Commodity Donation Program provides assistance to recipients other
than schoolchildren (e.g., the elderly, Indians) and provides food sup-
plies that can be used to respond to a national emergency or natural
disaster; however, without the donation of commodities to schools, it is
unlikely that the remaining distribution system could be operated
efficiently.

On the other hand, opponents of the program claim the following: (1)
Due to the high cost of transporting, storing, handling, and processing
donated commodities into usable products, the cost of donated foods is
actually higher than that of locally acquired products. (2) some donated
foods are difficult to use in preparing meals and increase the cost of
operating a food service program. (3) The uncertainty of delivery dates
and the bunching of deliveries at the end of the school year overload
local storage capacity, increase costs, and make menu planning difficult.
(4) Donated foods are often packaged in ways that are unusable by the
schools, include items that children simply do not like, and often arrive
in damaged condition. (5) Serving donated commodities lowers student
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participation and increases waste in the school lunch program. (6)
Current regulations impose an excessive burden on school districts. (7)
Agricultural support provided by the program could be achieved by
alternative systems that are better for schools and children.!

Critics of the program have proposed two basic alternatives to the
donation of commodities in order to remedy the problems cited above.
The alternatives would transfer some or all of the responsibility for food
purchasing from the USDA to the local level, thus giving school districts
more freedom in deciding what foods to purchase for school lunches. In
addition, both alternatives were proposed as ways to maintain services
to children in the face of federal funding cuts by reducing operation
costs. One alternative, first proposed in the mid-1970s, consists of
simply providing schools with the cash value of the donated commodi-
ties they would have received under the Commodity Donation Pro-
gram, this program is referred to as “cash in lieu of commodities.” The
USDA currently provides schools with an average of 11 cents worth of
donated commodities for each meal served in the school lunch program;
under the cash-in-lieu option, schools would be allowed to use these
funds in their school lunch program to buy whatever foods they desire.
Thus, the cash system gives schools complete control over all foods used
in the school lunch program. Some small-scale pilot studies have been
conducted to test the effects of using cash instead of commodities
(Erickson 1982; USDA 1980), but, because of limited samples and other
methodological deficiencies, the results of these studies are inconclusive.

A second alternative was proposed by Congressmen Ford (Michigan)
and Goodling (Pennsylvania) when in 1980 they sponsored legislation to
implement a “commodity letter-of-credit” system in place of the Com-
modity Donation Program. This system would permit schools to pur-
chase locally the same general food items that would be donated by the
USDA under the Commodity Donation Program. School districts
would be given commodity letters of credit (commodity vouchers) for a
generic product that the the USDA intended to buy—for example,
apples. The schools could then purchase the product locally in a form
best suited to their needs—for example, apple sauce, apple juice, or raw
apples. The intent of the letter-of-credit system was to enable the USDA
to retain some control over the types of foods purchased while giving
school districts discretion over both actual purchases and delivery. In
some quarters this sytem was seen as more viable politically than the
cash alternative because it retains ties to the agricultural sector. Legisla-
tion to implement a national letter-of-credit system came very close to
reaching the Senate floor, being rejected on a tie vote in the House
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Education and Labor Committee, Subcommittee on Elementary,
Secondary, and Vocational Education.

Moved by complaints about the program as noted above and as
documented by the U.S. General Accounting Office (1977, 1981), by the incon-
clusiveness of past research, and by the close vote on the Ford-Goodling
legislation, Congress passed legislation requiring a demonstration proj-
ect and associated evaluation to compare the two alternatives against
the existing program. The legislation did not consist of a general call for
evaluation of the Commodity Donation Program, as was the case in
most of the congressionally mandated evaluations reviewed earlier.
Rather, since there was a history of debate over the program and
alternatives had been proposed, the mandate was very specific about
several aspects of the demonstration and evaluation, including the
nature of the demonstration alternatives (the treatments), the research
questions, and the length of the study. The mandate also contained
language relevant to the evaluation design, including the level at which
the treatments were to be implemented, the sample size in each treat-
ment group, and the process by which the sample was to be selected.

THE DEMONSTRATION AND EVALUATION MANDATE

In the Appropriations Act for Agriculture, Rural Development and
Related Agencies for Fiscal Year 1981 (PL 96-528, December 15, 1980)
Congress directed the USDA to examine these two alternatives to
commodity donation in the National School Lunch Program: cash in
lieu of commodities, and commodity letters of credit. As the case in the
earlier referenced studies of Title I comparability and of Representative
Quie’s proposal to change the mechanism for allocating Title I funds,
Congress needed information about how these specific changes would
affect a program that had received considerable debate. The legislation
required that

the Secretary shall conduct a 3-year pilot project study in 60 school districts of all
cash assistance and all commodity letter of credit assistance in lieu of commodities
for the school lunch programs operated in such districts.

The call for a pilot project study was elaborated in three documents: the
House Conference Report (No. 96-1519, December 2, 1980), the House
Appropriations Report for Fiscal Year 1982, and the Congressional
Record (December 4, 1980). The House Conference Report stipulated
that
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the school districts shall be selected by stratified random sample to represent a
nationwide variety. . . . The Secretary shall report the results of the pilot projects to
Congress by December 15, 1984, and any school district participating in the pilot
projects shall be permitted to continue to participate during the 1984-1985 school
year.

The House Appropriations report added the following requirement:

The Committee will expect the Secretary to establish a group of school districts,
similar in size, number, and other characteristics to the 60 school districts being
studied in order to serve as a control group against which comparisons will be
made. In addition, the Committee will expect the Secretary to either withhold,
charge for, or earmark in some fashion the value of bonus commodities which may
be received by those school districts participating in the pilot study. The Committee
feels that this is necessary in order to avoid any bias in the study.

Finally, the Congressional Record contains a discussion between Sena-
tors McClure and Bellmon which further clarifies the study.

MR. McCLURE: Reference is made to 60 school districts with all-cash assistance
and all-commodity letter of credit assistance. I think the intention of the conferees
was clearly that there be 30 of each, making a total of 60.

MR. BELLMON: A number of conditions were established which the conferees
believed the pilot projects should be conducted. . . . These conditions are important
to assure that the pilot projects are, in fact, conducted fairly and accurately. . . .

First, The Secretary shall publish in the Federal Register a notice of the oppor-
tunity for ‘participation in the pilot projects.

Second. Federal and State authorities shall monitor the activities carried out
during the pilot projects to ensure the objectivity of these projects.

Third. The Secretary shall allow school districts . . . to apply for participation in
pilot projects conducted under this subsection. If the applications . . . [do] not
constitute a stratified random sample of all school districts, the Secretary shall
solicit the participation of appropriate school districts.

Fourth. The pilot projects conducted shall include only those school lunches
that satisfy the meal pattern requirements promulgated by the Secretary.

Fifth. The Secretary shall submit the methodology that shall be used in the pilot
projects to the House Committee on Education and Labor and the Senate Commit-
tee on Agriculture, Nutrition, and Forestry at least 15 days prior to the com-
mencement of such pilot projects.

Sixth. The Secretary shall conduct a study to analyze the effect of the pilot
projects. The study shall include an assessment of

(a) The administrative feasibility and nutritional effect of cash and letters of
credit in lieu of donated foods, cost savings, if any, that may be effected
thereby at the Federal, State, and local levels, any additional costs that may
be placed on programs and participating students; and
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(b) the effect on farmers, the quality of food served, plate waste in the school
lunch program, local economies, and local, regional and national marketing
commodities used in the school lunch program, with special emphasis on
milk and other dairy products and beef and other meat products.

In addition to this conversation, the Congressional Record contained
the following statement:

As part of the pilot study evaluation, USDA will be expected to evaluate the impact
of this program on other departmental progams that involve commodity support.

Several features differentiate this mandate for the establishment of
demonstration projects and an associated evaluation from the mandates
reviewed earlier. The remainder of this paper identifies the common and
unique aspects of this call for evaluation and discusses the implications
of the mandate for the conduct of the demonstration and evaluation,
focusing on areas where the mandate was of great assistance, as well as
on other areas where the mandate has proved to be a hindrance.

ANALYSIS OF THE MANDATE
AND IMPLICATIONS FOR THE EVALUATION

Perhaps the most striking feature of the mandate for the demonstra-
tion and evaluation is its overall high degree of specificity. Whereas the
mandates cited earlier were often specific with respect to operational
provisions, the present mandate is also prescriptive in areas of evalua-
tion questions and methdology.

STANDARD OPERATIONAL PROVISIONS

The mandate includes all of the standard operational provisions
contained in the congressional calls for evaluation that were reviewed
earlier. It specifies the length of the study (three years), the date a report
is due to Congress (December 15, 1984), and the amount of funds
available for the study ($1,975,000).2 It also indicates that the metho-
dology used to conduct the demonstration and evaluation should be
submitted to interested legislative committees for their review. It is
important to have all of these conditions written into the legislation.
They define the scope of the study in broad terms and specify a date for
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providing information to Congress. The call for a three-year study, a
report on the methodology of the demonstration and evaluation, and a
final report by a given date, as well as the appropriation of funding for
the study, all have been valuable in the process of setting bounds for the
demonstration and evaluation.

EVALUATION QUESTIONS

In addition to specifying operational provisions, the mandate also is
prescriptive with respect to the areas to be covered by the evaluation.
The questions to be addressed by the demonstration and evaluation are
thus based upon the areas identified in the Congressional Record and
upon the arguments cited by opponents and proponents of the Com-
modity Donation Program. The evaluation objectives are to

(1) estimate and compare the costs (food, nonfood, and administrative) and effective-
ness associated with the alternative systems;

(2) examine changes in food purchases associated with the alternative systems;

(3) estimate the impact that the alternative systems would have on agricultural
commodity markets, farm incomes, the existing food distribution system,
government price support and surplus removal programs, and the goal to stabilize
prices;

(4) examine the administrative feasibility of implementing the alternative systems
nationally;

(5) estimate the impact that the alternative systems would have on participation in the
National School Lunch Program, on plate waste, on the quality of food purchased,
and on other USDA feeding programs.

As can be seen from the discussion in the Congressional Record, Con-
gress’s areas of interest were clear. In part this reflected the up-front
involvement of the USDA staff who helped frame the evaluation ques-
tions. USDA staff members had criticized the earlier studies of cash in
lieu of commodities because of selection bias, small sample sizes, and
limited measurement. Since these criticisms were made during the
March 1980 oversight hearings on child nutrition, committee staff
members responsible for preparing legislation for the present evaluation
were made aware of the problems faced by the prior studies and subse-
quently contacted the USDA staff and asked for assistance in drafting
legislation that would ensure a sound evaluation. This decision to ask
for up-front assistance had a profound effect on the evaluation.
Several outcome areas were defined while the legislation was being
prepared and so the job of specifying evaluation objectives did not
necessitate the extended, after-the-fact interaction with committee
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staffers that Hill (1980) discusses with respect to Title I. Rather, the
problem was more one of determining the relative priorities to be placed
on the objectives, so that resources could be allocated in order to do the
best job of addressing the most important questions. Such an ordering
of priorities was important since fully addressing all areas of interest
would have necessitated a tremendously expensive study. Further, some
areas of congressional interest dealt with issues that should be affected
only slightly by the treatments and hence deserved less attention than
other areas where treatment effects are more likely.

EVALUATION METHODOLOGY

In contrast with the congressional mandates reviewed earlier, the
legislation for the Commodity Donation Program evaluation addresses
several key methodological areas. Before discussing the nature and
implications of the methodological content of the congressional man-
date, it is important to note the desire of the legislators involved to
provide for a fair, unbiased, and statistically defensible study. This issue
arises three times in the small amount of text quoted earlier; once when
Senator Bellmon related the intent of Congress to provide a “statisti-
cally sound study,” again when Senator McClure discussed conditions
that the committee imposed in order to assure that the demonstration
and evaluation are “conducted fairly and accurately,” and a third time
when the Congressional Record specified that federal and state authori-
ties should monitor the demonstration in order to “ensure the objectiv-
ity of the projects.”

Whereas some other evaluation mandates have authorized experi-
mental projects if they were needed, the present leislation mandated a
pilot study and prescribed three treatments: cash in lieu of commodities;
commodity letters of credit; and use of the Commodity Donation Pro-
gram as a control group. Specification of the treatments in the congres-
sional mandate is appropriate and warranted in this case. The general
intent of the demonstration is to test the effect of giving school districts
more freedom in deciding what foods to buy for consumption in the
National School Lunch Program, and several different policy options
could have been devised to accomplish this intent. However, since the
debate about the Commodity Donation Program has centered on the
two policy alternatives of cash in lieu of commodities and commodity
letters of credit, it made sense for the congressional mandate to specify
these two alternatives as those to be implemented in the demonstration.
This ensured that the demonstration would test the options of most
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interest to Congress—not those of most interest to some particular
group of stakeholders.

Since different stakeholders have different views of what should be
implemented under the cash in lieu of commodities and commodity
letters of credit programs, and since the rules for implementing the two
alternatives have a direct impact on the types of statements that could be
made by the evaluation, the process of defining the treatments engen-
dered a great deal of debate during the planning stage of the demonstra-
tion, and the exact language used in the legislation turned out to be quite
important in this debate.

To take this further, a key issue in defining the treatments was related
to the fact that school districts receive two forms of support from the
commodity program. First, they are given a certain amount of “entitle-
ment” commodities for each meal served in the National School Lunch
Program: For the 1982-1983 school year, the value of this entitilement
was 11 cents per meal. In addition to entitlement foods, school districts
receive “bonus commodities.” These are foods that are in such over-
supply that the USDA gives school districts as much of them as can be
used without waste. In recent years, dairy products have been the
principal bonus commodities, and groups supporting the dairy industry
are strong supporters of the commodity program inasmuch as it pro-
vides the chief outlet for price-supported dairy products. Since school
districts are given all the bonus commodities they can use, a district with
creative menu planners can obtain a substantial benefit from these free
foods.

The USDA’s plan for defining the two alternatives was to substitute
cash and letters of credit for both entitlement commodities and bonus
commodities in order to provide a test of “pure” cash and letter-of-credit
systems. However, this plan did not satisfy dairy supporters whose chief
interest was to use the school lunch program to reduce the stockpiled
supply of dairy products. Providing school districts with bonus cash
(which would not be targeted to any specific product) or with bonus
letters to credit (which would be targeted to dairy products currently on
the market—not those in storage) would do nothing to reduce the
embarrassingly large stockpiles. Furthermore, inclusion of bonus cash
or letters of credit as part of the alternative treatments would mean that
findings from the demonstration project could lead to changes in the
method of donating bonus commodities. The counter proposal to the
USDA’s plan was therefore one in which school districts participating
under the cash and letter-of-credit systems would receive cash and
letters of credit in place of their entitlement commodities, but would
receive bonus commodities just as they had done in the past.
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In attempting to resolve the conflict over whether to provide bonuses
in the form of actual commodities or in the form of cash and letters of
credit, the exact language used in the legislative mandate for the study
was invoked. It specified that the demonstration projects would use “all
cash assistance” and “all commodity letter-of-credit assistance” (USDA,
1980). This wording was used to maintain the purity of the two alterna-
tives, and thus the USDA’s plan for defining the treatments was
implemented.

Congressional interest in the demonstration and especially in the
definition of treatments remained at a high level during the conduct of
the study. Even after the cash and letter-of-credit treatments had been
implemented for several months, the debate over how the treat bonus
commodities had not subsided. Supporters of the current program and
dairy supporters continued to argue for providing bonuses in the form
of actual commodities. Senator Paul Traxler made this case in the
Congressional Record (August 18, 1982), and though a House/ Senate
Conference Committee upheld the right of the USDA to continue
implementation of the demonstration as initially planned (distributing
bonus cash and bonus letters of credit to school districts instead of
bonus commodities), the Conference Report accompanying the fiscal
year 1982 Supplemental Appropriations Bill contained language that
could have had a profound effect on the evaluation:

The pilot products may proceed as planned by the Department, with distribution of
bonus cash or bonus letters of credit in lieu of bonus commodities, but the
Department is directed to eliminate such bonuses from consideration in the evalua-
tion phase of the school lunch demonstration projects (p. 8).

Exactly how this could have been accomplished is not clear. How-
ever, it proved unnecessary to precisely adhere to this mandate since the
language satisfied neither opponents nor proponents of the current
program. Actors on all sides could only lose by having bonus
commodities—a key part of the program—included in the treatments
but completely eliminated from consideration in the evaluation. Calls
from program supporters to committee staff members quickly revealed
that confusion existed over the bonus issue, and that the language in the
Supplemental Appropriations Bill did not reflect the intentions of the
program supporters. This finally led to the solution: The USDA would
prepare a memorandum of understanding on how the congressional
mandate on bonus commodities would be interpreted. This memoran-
dum had the effect of allowing the evaluation to proceed as planned —as
if the language in the 1982 Supplemental Appropriations Bill had never
existed.3
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To review, initial specification of the number and nature of the
treatments is a key feature of the congressional mandate for the com-
modity donation study. It focused the demonstration on the two policy
options of greatest interest to Congress, and called for explicit compari-
sons to be made against the current program by including a control
group of school districts. Finally, it is clear that the issue of treatment
definition, as exemplified by the problem of how to deal with bonus
commodities, will continue to be debated throughout the demonstration.

The original mandate also specified that the treatments are to be
implemented by school districts rather than by some other level of the
commodity system (such as schools or states). This makes sense since
school districts are the main implementors of the Commodity Donation
Program. Though schools actually prepare the meals for the school
lunch program, and though funds for the program are allocated to
school districts at the state level, the school lunch program is organized
at the school district level. Funds flow to the school district rather than
to individual schools, and in most districts the school lunch program is
run centrally rather than from individual schools. Since the intent of the
demonstration is to test the effects of transferring the power to decide
what foods are bought for the school lunch program from the Depart-
ment of Agriculture to the local level, and since school districts already
purchase the majority of food used in the school lunch program using
local funds, cash receipts from children, and federal cash reimburs-
ments, it is reasonable for school districts to also do the purchasing of
foods using resources provided through the Commodity Donation
Program.

The legislation specified the overall sample size as well as the distribu-
tion of school districts across treatment groups—30 in each of three
groups for a total of 90. On the face of it there is no compelling reason to
specify the overall sample size or the distribution of school districts
across treatment groups in the congressional mandate. This decision
should not be prespecified. Rather, the sampling design should be
developed by evaluation contractors (in conjunction with the federal
agency responsible for the evaluation) with the appropriate technical
skills to make tradeoffs between the size of a sample needed in order to
assure adequate power for the statistical analyses and the sample size
that can be afforded. The decision to distribute the sample equally
among the three groups should also be left to those with technical skills.
Though equal sample size per group may make the analysis simpler,
there may well be an argument for including more school districts in the
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two alternative treatments in order to obtain better information on the
effects those treatments have on different types of school districts.

In defense of the congressional mandate, it should be pointed out that
the rationale for including specifications on the sample size was to
ensure a statistically sound study. Unfortunately, in asking for advice on
what size sample to specify, the authors of the mandate contacted staff
in the USDA who had only limited experience in conducting large-scale
program evaluations. By the time the USDA agency responsible for the
demonstration and evaluation reviewed the legislation, it was too late to
change the sample size.

It should be noted that the power afforded by the sample of 90 school
districts, 30 in each treatment group, is neither particularly high nor
particularly low. Though a larger sample would be desirable from the
viewpoint of increasing statistical power, the legislated sample should
allow reasonable power for statistical tests of the main treatment effects.
The real weaknesses of the sample are that it is not large enough to
withstand attrition of school districts and still retain reasonable power,’
and that it is not large enough to allow for more than a cursory
investigation of the effects of the alternatives on subsets of school
districts—for example, large versus small districts or rural versus urban
districts.

Though the intent of specifying the sample size in the congressional
mandate was to ensure implementation of a statistically valid study, the
fact remains that specification of the sample size should be done by
those with technical training. This could have been done in time for
inclusion in the legislation if the writers of the legislation had been able
to contact USDA staff members with appropriate training, or it could
have been omitted from the legislation and done after the fact by the
federal agency in conjunction with a contractor.® We would opt for the
latter approach simply because the time pressures accompanying the
preparation of legislation may not allow for sufficient consideration of
the sample size, and because, as demonstrated here, the technical advice
obtained at this point may not be of the highest quality.

The mandate also included language bearing on the sample selection
process, including the somewhat contradictory stipulations that (1) the
school districts should represent a national stratified random sample
and that (2) school districts should be able to apply for participation in
the demonstration. This language was included with the hope of avoid-
ing the problems of prior USDA studies of the cash-in-lieu-of-
commodities program which had been criticized due to small and geo-
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graphically limited samples. Yet, to stipulate that the sample contain
volunteers and also represent a nationally representative random sam-
ple is contradictory and has led to more complications than are
necessary.

CONCLUSION

Evaluators have called for Congress to be more specific in its requests
for information, claiming that more targeted questions would result in
more useful evaluations. Concern has also been expressed that congres-
sional mandates should refrain from specifying methodological details.
This article contains a review of the legislative mandates behind several
congressionally mandated evaluations and identifies three areas in
which requirements have been specified: (1) standard operating provi-
sions, (2) evaluation questions, and (3) evaluation methodology.

The typical congressional call for evaluation contains several stan-
dard operating provisions that set forth the general topic of the evalua-
tion, the responsible federal agency, the length of the study, the date(s) a
report is due, and the funding authority. Also included in some man-
dates are provisions for having Congress review plans for the evalua-
tion, for reporting results directly to Congress, and for having the
evaluation done by an independent contractor. The inclusion of any or
all of these standard provisions is valuable. They help frame and bound
the activity, and give guidance that helps the responsible federal agency
and its contractor(s) to punctually provide information to the appro-
priate audiences.

Evaluation mandates are much less often prescriptive with respect to
evaluation questions. In most cases, the mandate contains only a broad
call for evaluation, and staff from the responsible federal agency typi-
cally have had to spend a great deal of time working with congressional
committee staff members to determine more specific information needs.
This process can be shortened and simplified considerably (though not
eliminated) through up-front contact between committee staff members
and federal agency staff so that the mandate can include research areas,
outcomes, or objectives of greatest interest to Congress. Being specific
about areas of interest in congressional calls for evaluation will lead to
more useful evaluations by improving the evaluators’ understanding of
Congress’s information needs and by shortening the process of negotia-
tion over evaluation objectives.
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A third set of specifications—those related to evaluation methods—
are included in some congressionally mandated evaluations. Though
language in this area is relatively infrequent, its inclusion has proved
unnecessarily restrictive at best, and at worst can diminish the quality of
evaluations. It is not possible to recommend simply that congressional
mandates ignore methodological questions because of the experience in
the Commodity Donation Evaluation in which Congress wanted to be
certain that the study was conducted in a fair, unbiased, and statistically
sound manner. This is a legitimate and commendable concern that
could be satisfied by other, less restrictive means. In particular, rather
than including specifics on the details of defining the treatments, sample
size, distribution of sites, or sampling methods in the congressional
mandate, it would be preferable to delegate such judgments to someone
with the appropriate technical skills (usually a contractor). The evalua-
tion mandates could specify (as several have) that the resulting evalua-
tion plan be submitted to the appropriate Congressional committees
and/ or to their consultants for review and approval. This would allow
evaluation experts to make the initial decisions about methodological
issues while providing Congress with a vehicle for ensuring that the
methods are adequate from their point of view.

In sum, improved evaluations will result from continued congres-
sional interest in specifying information needs, as well as from Con-
gress’s willingness to leave decisions about evaluation methods to those
with appropriate training.

NOTES

1. These arguments have been abstracted from testimony given before the Committee
on Small Business, House of Representatives, April 28, April 29, May 13, and July 15,
1981, and before the Committee on Education and Labor, House of Representatives,
March 18, 1981.

2. These funds were appropriated specifically for the evaluation. Additional funding is
coming from discretionary evaluation funds within the USDA.

3. Since the time this article was prepared for publication, the debate over bonus
commodities has continued, with important impacts on the evaluation. The full story,
however, is more appropriate for a different article.

4. The congressional mandate did not initially specify a control group. After reviewing
the mandate, the USDA evaluation staff contacted committee staff members and
arranged for the House Appropriations report to call for a control group.

5. The actual sample included 98 school districts in order to provide some protection
against attrition.
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6. Infact, USDA evaluators wanted to ask the congressional committee to authorize a
larger sample size. These efforts were abandoned on political grounds.
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The Science and Politics
of Cyclamate

William R. Havender

ost of us pay little atten-
tion to the body of Federal law that governs the safety of our food
supply. This is because these laws function smoothly and harmo-
niously most of the time. However, there is one portion of these
regulations—the Delaney clause of the Food, Drug, and Cosmetic
Act—that is repeatedly in the news, and is, it seems, constantly
coming up against hard cases.!

It is received wisdom among most specialists and the general
public that this clause is a special source of trouble, the repeal of
which would simplify the production of diet pop, hot dogs, and
bacon. There is good reason for this view, since the Delaney clause
did play a central role*in several unpopular decisions of the Food
and Drug.Administration (FDA), such as the 1969 ban on cycla-
mate, and the abortive attempts to ban saccharin and nitrite. Most

1Section 409 of the Federal Food, Drug, and Cosmetic Act reads, in part,
that a food additive petition shall not be issued if a fair evaluation of the data
“fails to establish that the proposed use of the food additive, under the con-
ditions of use to be specificd in the regulation, will be safe: Provided, that
no additive shall be deemed to be safe if it is found to induce cancer when
ingested by man or animal, or if it is found, after tests which are appropriate
for the evaluation of.the safety of food additives, to induce cancer in man
or animal . . . The phrase preceding the colon is the “general safety” clause;
that which follows is the Delaney clause.

From William R. Havender. “The Science and Politics of Cyclamate.” Reprinted with permission of
the author and publisher from The Public Interest, No. 71 (Winter 1983). 17-32. Copyright © 1983 by
National Affairs. Inc.
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of the public debate has focused on how the Delaney clause ties
the hands of the FDA, not permitting it leeway to judge the ap-
propriate human risk to be inferred from animal cancer tests, nor
the discretion to weigh a very substantial health benefit against a
slight or hypothetical cancer risk (for instance, nitrite prevents
botulism).

But Peter Hutt, FDA chief counsel from 1971 to 1975, has long
argued that the Delaney clause is redundant: that the FDA is al-
ready legally empowered by the “general safety” clause to take
any action sanctioned by Delaney. However, this has not tradi-
tionally been the FDA’s own interpretation of its legal mandate.
In the past, the FDA has usually argued that Delaney demanded
a far more stringent regulatory response to cancer findings than
did the general safety clause: that, absent Delaney, weak or mere-
ly suggestive indications of carcinogenicity would not by them-
selves necessarily compel a ban, and the benefits of an additive
could still be balanced against its risks. But a recent decision shows
that the FDA has now changed its views, and that the general
safety clause may prove a greater source of trouble than the De-
laney clause.

In September 1980 the FDA formally denied Abbott Labora-
tories’ 1973 petition for the reapproval of cyclamate. Especially
notable about this decision is that, while the question of cancer
was the principal ground for the denial, the Delaney clause was
explicitly not invoked.? Instead, the FDA relied exclusively on a
new and expansive interpretation of the general safety clause. This
decision thus established an ambitious precedent that may guide
future decisions on food additives—for instance, when the ban mor-
atorium on saccharin runs out on August 14, 1983—and so is worth
examining in some detail.

A cyclamate primer

Cyclamate is a chemical with thirty times the sweetening pow-
er of sugar but with none of the calories. (The plural form that is
sometimes used—cyclamates—refers simply to the various salts of

#A secondary ground was the alleged mutagenicity of cyclamate. These ex-
periments will not be discussed in detail here. But their interpretation does
express the same attitude toward the use of scientific data that will be doc-
umented here concerning carcinogenicity. In particular, not a single study
decisively demonstrated that cyclamate is mutagenic, although a few were
“suggestive.” The role that “suggestive” results played in this decision will be
made clear in the discussion of cancer.
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cyclamic acid, such as sodium cyclamate and calcium cyclamate).
It was discovered in 1937 by Michael Sweda, a chemist then work-
ing for Du Pont, which licensed the substance to Abbott Labora-
tories. Cyclamate has two useful properties: It lacks the bitter af-
tertaste of saccharin, and it synergizes with saccharin so that a
mixture of the two tastes sweeter than their simple sum. The op-
timal product was found to be a 10:1 cyclamate/saccharin mixture
(hereafter referred to as the “10:1 mix”), in which each compo-
nent contributed about half of the final sweetening power. This mix
was introduced in 1953 and soon dominated the diet food industry.

In 1959, cyclamate and saccharin were classified “Generally Rec-
ognized As Safe” (GRAS) by the FDA under the Food Additive
Amendment of 1958. This classification was based on animal studies
and human experience with each sweetener separately. In order
to evaluate the safety of the combination of the two substances,
Abbott commissioned a rat feeding study on the 10:1 mix to be
conducted by Food and Drug Laboratories (FDRL) under the di-
rection of Dr. Bernard Oser. (This laboratory is not connected with
the FDA despite the similarity in names.)

Toward the end of this two-year study, another researcher re-
ported that cholesterol pellets impregnated with cyclamate and sur-
gically implanted in the bladders of rats caused much higher tumor
incidence than cholesterol pellets did alone. The relevance to hu-
man oral intake of this method of administration was obscure .(and
indeed, such experiments have never been taken as indicative of
human risk). But this finding caused Abbott to ensure that the
animals in the FDRL study were examined for bladder cancer dur-
ing, and at the termination of, the experiment. In early October
1969, before all the histological examinations had been completed,
Abbott promptly communicated to the FDA partial results that in-
dicated the presence of bladder tumors. A group of pathologists
convened by the FDA confirmed these diagnoses. The final test
result was that twelve of the seventy rats that had received the
highest dose (5 percent of the diet) were found to have incipient
bladder cancer, while none of the undosed (control) animals did.
This difference was statistically significant.

Within a week of Abbott’s notification, the FDA called a press
conference and, citing the Delaney clause, announced it was re-
moving cyclamate from the GRAS list and banning its use in gen-
eral purpose foods and non-prescription drugs. Eleven months later
its use in flavoring prescription drugs was also stopped. In 1973,
Abbott petitioned the FDA to have cyclamate reapproved on the
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basis of new studies. After many exchanges, the FDA issued its
final decision on September 16, 1980. Just this past fall Abbott sub-
mitted a new petition for the approval of cyclamate; this petition
is currently under review, but a decision is not expected before the
spring of 1983.

Irregular statistics: (I) lack of replicability

In choosing not to cite the Delaney clause in this case, and in-
stead reinterpreting its mandate under the general safety provision,
the FDA decided that cyclamate, like Caesar’s wife, would have
to be above all suspicion. This stance allowed the FDA unprece-
dented license to rummage through the vast array of data now
available about cyclamate, finding bits of evidence here and there,
none of it secure enough to support a determination of carcinogen-
icity under the Delaney clause, but sufficient to raise “questions”
under the general safety clause. Inherent in such a stance was the
temptation to be capricious in the interpretation of the data, a
temptation the FDA did not avoid. Three instances stand out.

One irregularity was the unsound way in which the FDA han-
dled the normal scientific requirement that an experimental result
be shown to be replicable before being accepted as valid. To be
sure, there was a difficult regulatory decision to be taken in 1969,
when it was first reported that the 10:1 mix induced bladder can-
cer in rats. Even though these tumors were minute (most were
only visible microscopically) and had no significant deleterious ef-
fects on the health of the affected animals, the fact that tumorigenic
activity was seen at all was understandably alarming, given the
wide use of artificial sweeteners. Besides, saccharin could still be
used by those—chiefly diabetics and dieters—who had a true health
need for a non-nutritive sweetener.3 So the policy choice was large-
ly between improved palatability on the one hand, and a wide-
spread potential health hazard on the other.* And deciding to with-
hold judgment pending replication of the tumor findings would
mean waiting at least two years more, during which time public ex-
31t was conceivable, of course, that the tumors were induced by the saccha-
rin in the mix (or impurities). But cyclamate was clearly the main component,
and saccharin had evidently been used safely for decades. It was not unrea-
sonable, therefore, that suspicion focused mainly on cyclamate.

* Manufacturers’ costs were not considered, but they were quite high. Esti-
mates of lost inventories were in excess of $100 million (see editorial, Barrons,
October 7, 1974). A lawsuit brought against the government for $23 million
by the California Canners and Growers Association for losses suffered as a

result of the sudden ban is before the courts now, and a decision is expected
soon.



172

EVALUATION STUDIES REVIEW ANNUAL

posure would continue. Therefore, one can understand the decision
taken in 1969 to withdraw cyclamate from the market, even in the
absence of any independent verification of the tumor findings.

But the implementation of this ban stimulated a large number of
supplementary animal tests to confirm the original report of blad-
der tumors. These newer results included ten experiments on rats,
seven on mice, one on hamsters, one on beagles, and two on mon-
keys. Among the rat studies, two were conducted on the 10:1 mix
(and hence directly attempted to reproduce the FDRL test), five
were on cyclamate itself, and three were on cyclohexylamine (the
principal metabolite of cyclamate produced in the body, hcreafter
called CHA). All of these were high-dose, long-term feeding studies,
and none produced a statistically significant incidence of bladder
tumors.

Ordinarily in science, the inability to repeat a singular result,
despite a sustained and deliberate effort, should lead to a judg-
ment that the initial finding was wrong. Things are not that simple
in the regulatory world, however. There were a few odd bladder
tumors scattered among the treated rats in these newer tests, but
not enough to establish statistical significance within any single
experiment. Yet instead of viewing these tests as several indepen-
dent confirmations of cyclamate’s lack of carcinogenicity—which
scientists would normally do, and which they would interpret as
strong exoneration—the FDA lumped together the various negative
tests involving the same strain of rats. Then they did a statistical
analysis, not against the lumped control animals from the correspond-
ing tests (which still would not have yielded a statistically sig-
nificant result), but against the average “spontaneous” incidence
of bladder tumors based on “historical” data derived from experi-
ments carried out under other conditions at other times and in
other laboratorics. By these means statistical “significance,” of a
sort, was achieved for the three bladder tumors seen among the
more than 400 treated animals in the three tests involving Sprague-
Dawley rats, and as it was for the threc tumors seen in the more
than 200 treated rats in the two studies on Wistar rats.

Now the unreliability of this procedure owes to the fact that the
occurrence of spontaneous tumors in test animals is not fixed but
varies from experiment to experiment, from time to time, and from
laboratory to laboratory.® Sometimes this variability can be traced

5 Fask Force of Past Presidents of the Society of Toxicology, “Animal ])at.:\
in Mazard Evaluation: Paths and Pitfalls,” Fundamental and Applied Toxi-
cology 2 (July, 1982): 103-104.
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to identifiable differences in the maintenance conditions of the an-
imals (such as differences in the feed, or the drinking water, or
whether animals were caged individually or in groups), or to dif-
ferences in the thoroughness of the search for tumors (whether or
not the bladders were inflated after autopsy, or whether they were
scrutinized microscopically rather than merely scanned visually).
Often, however, this variability is unexplained. To avoid biases and
inaccuracies that these uncontrolled influences can introduce, care-
ful experimental design requires that dosed and undosed animals be
kept in the same laboratory under identical treatment conditions,
that the animals be randomly assigned to the treated and untreated
groups, and that they be examined for tumors by uniform proce-
dures. Without such care to eliminate (or at least even out) the
possible influence of extraneous factors, there is no way to know
if the “historical” spontaneous incidence can be used validly as the
standard against which to compare the dosed animals in these spe-
cific experiments. Hence, the results of such a statistical analysis,
however “significant,” can easily be spurious.

The FDA was not unaware of the vulnerable nature of this
analysis, which is why the agency did not invoke the Delaney
clause on the basis of these “significant” incidences. Under its new
“Caesar’s wife” reading of the general safety provision, however,
it no longer needed to. All that was needed was for a “question”
to be raised, and the FDA considered this analysis, however in-
herently suspect and deviant from the proper statistical comparison
with the simultaneously-run controls, to be ample for this purpose.
Specifically, the FDA concluded that “the lack of a statistically sig-
nificant effect in each of these studies when considered alone does
not rebut the question about cyclamate’s safety raised by the com-
parison between the combined incidence of bladder tumors found
in cyclamate treated Sprague-Dawley and Wistar rats and the back-
ground rate for such tumors based on historical data.”® So it was
that the FDA, by a statistical sleight-of-hand, converted five clearly
negative and mutually reinforcing studies into five experiments that
“raised a question about cyclamate’s safety.”

The statistical background

The second irregularity in the FDA’s analysis of the cyclamate
data concerns the science of statistical hypothesis testing. To under-

¢ J. Goyan, “Cyclamate (Cyclamic Acid, Calcium Cyclamate, and Sodium Cycla-
mate): Commissioner’s Decision,” Federal Register 45, Number 181 (Septcn-
ber 16, 1980): 61491.
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stand the import of the FDA'’s radical deviation from normal prac-
tice, a brief detour into this science will prove helpful. The usual
point of departure in statistically evaluating an animal cancer test
is to see whether or not a true “treatment effect” exists. After all,
even if a chemical is not a carcinogen, tumors often occur spon-
taneously (particularly in aged animals), and there is a small as-
sortive chance that most of the animals that are fated to develop
spontaneous tumors will be placed in the dosed groups, thus mak-
ing the tested chemical look like a carcinogen when it is not. Sta-
tistical tables give the exact probability that such an extreme out-
come might come about purely by chance. This probability has a
technical name: the “p-value.” The lower the p-value of an experi-
mental outcome, the more unlikely it is that the result could have
been obtained just by chance. Only when an apparently carcino-
genic result is highly unlikely by assortative chance—when the p-
value is very low—does one accept the result as “significant” in the
statistical sense.

One must, of course, adopt some precise and uniform rule for
deciding when a p-value is low enough to be called significant.
Very commonly in cancer testing (and in many other experimental
situations) this cutoff value is set as p = .05 (on a scale ranging
from 0 to 1). This means that we only accept results that have a
5 percent probability (or less) of occurring simply by assortative
chance.

There are strong reasons for not choosing values that are very
much higher or very much lower than this. To begin with, note
that choosing this value as the decision boundary means that, on
the average, there is no more than one chance in twenty that, were
the chemical under test truly a non-carcinogen, one would obtain
a result that would mistakenly lead one to judge it to be a car-
cinogen. (This is a useful way to view it: Were the test on the
non-carcinogen repeated twenty times, we would expect to classify
the substance, falsely, as a carcinogen no more than once). But the
obverse is also true: One would anticipate making that mistake on
as many as 5 percent of the non-carcinogens.” If one set the deci-
sion boundary higher (say, p = .10) then one would expect as
many as one in ten such experiments to lead to a false judg-
ment of carcinogenicity. If one set the bound lower (say p =

T'To sce experimentally a false positive rate as high as 5 percent presupposes
that enough spontaneous tumors do in fact arise that they could be assorted
hy chance across dose groups in patterns suggestive of carcinogenicity having
p-values == .05, This is not, however, a very restrictive presupposition for can-
cer bioassays that run for the natural lifetime of the test animals. Tt is com-
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.01) then as many as one in a hundred such tests would be ex-
pected to lead to a false judgment of carcinogenicity. (Such wrong
judgments are termed “false positives.”) The decision bound one
chooses, then, limits the fraction of non-carcinogens that might be
judged as false positives.

But saying that an experimental result meets our p = .05 cri-
terion is not equivalent to saying that the result has at least a 95
percent chance of being true (i.e., that 19 out of 20 such positive
judgments would be valid on average). For example, if all of a
group of chemicals under test were, in fact, non-carcinogens, then
every judgment of carcinogenicity would be incorrect (even though
no more than 5 percent of the group would be so judged), while
if the group consisted only of carcinogens, then every judgment of
carcinogenicity would be correct. Thus, looking only at the sub-
group of chemicals that have been judged to be carcinogens by the
p = .05 rule, the fraction of these that will be false positives can
range from 0 to 100 percent, depending on the true frequency of
carcinogens in the group of chemicals under test. This is an ex-
tremely common mistake in the interpretation of p-values.

Suppose we have a situation where there is one true carcinogen
among a group of 100 chemicals selected for testing. (This is not
unrealistic, since it has long been an article of faith that carcino-
genicity is a fairly rare property of chemicals.) Our animal test
would presumably detect the one true carcinogen. But in addition,
our p = .05 decision rule would expectedly lead to as many as 5
percent of the 99 non-carcinogens (or about five of them) being
falsely judged to be carcinogens. Of the six positive results, then,
five would be false. If the true frequency of carcinogens were in-
stead twenty among the 100 chemicals being tested, then one would
presumably correctly identify these twenty (assuming there are no
false negatives), but in addition, as many as 5 percent of the eighty
non-carcinogens (or four) would also be judged to be carcinogens.
Here, only four among 24 positive judgments would be false. Yet
if the true frequency of carcinogens were one among 1000 tested
chemicals, then the number of positive judgments could be as high

mon in aged animals for the spontaneous tumor incidence of at least one tissue
site to be high enough to generate an expectation of false positive results on
the order of 5 percent. For the expected false positive rates for rat and mouse
strains used in the NCI/NTP cancer bioassay series see T.R. Fears, RE. Ta-
rone, and K.C. Chu, “False-Positive and False-Negative Rates for Carcino-
genicity Screens,” Cancer Research 37 (1977): 1941-1945; and ].J. Gart, K.C.
Chu, and R.E. Tarone, “Statistical Issues in Interpretation of Cronic Bioassay
Tests for Carcinogenicity,” Journal of the National Cancer Institute 62
(1979): 537-974.
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as 51, of which fifty would be false. Thus, the fraction of positive
judgments that are false can be very large when the true frequency
of carcinogens in a group of tested chemicals is much lower than
the p-value chosen as the decision boundary.

Stated another way, as the proportion of true carcinogens de-
clines, the chance of falsely judging carcinogenicity increases (for
any given decision boundary). This also means that, for a given true
incidence of carcinogens, raising the decision bound increases very
rapidly the proportion of false positives among all positive judg-
ments. Limiting these wrong judgments so that the true carcino-
gens are not swamped with false positives is a compelling reason
why scientists do not usually use decision bounds much higher
than p = .05 in animal cancer tests.

Of course, there is a danger of making the opposite sort of mis-
take, of concluding that a chemical is not a carcinogen when in
fact it is (for example, if the animals that would develop spon-
taneous tumors ended up by chance in the undosed group, so that
the proportion of induced tumors in the dosed animals showed no
or very little increase over the undosed animals). This is called a
false negative. If one were only concerned with false negatives,
the decision boundary could not be set too high. But a balance
must be struck, recognizing that the consequences of a false nega-
tive in a cancer test can be serious (because a carcinogen might be
ingested by millions of consumers), but that the consequences of
a high proportion of false positives can also be serious (because
the economy would be hurt by the frequent, sudden banning of
widely useful chemicals). The decision bound that is generally
viewed as striking the best balance between these two opposing
sorts of error, and which is currently predominant in the field of
animal cancer testing, is p = .05. (This is the practice adopted,
for example, by the government in its own large animal cancer
testing program, which is carried out by the National Cancer In-
stitute/National Toxicology Program (NCI/NTP).)

(I1) Statistical boundaries

This should make clear the severe problems with FDA Com-
missioner Jere Goyan’s decision to relax this standard decision
bound in the cyclamate tests. Commissioner Goyan reasoned that
an experimental result with a p-value of exactly .05 (which would
just be significant by the usual criterion) is not really all that dif-
ferent from one with a p-value of .06 (which would just miss be-
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ing considered statistically significant), and hence the latter
should not be discounted merely because of the arbitrariness of a
statistical rule. It is true, of course, that a result with p—=.06 is
hardly different from one with p = .05. But the problem with this
argument is that there is no logical stopping point. And, in fact,
Goyan did not stop. He rummaged through the data, discovering
result after result with p-values greater than .05 which he inter-
preted to be “significant,” undaunted even by a rat study with a
very few bladder tumors in which the p-value was .2. (That is, even
if there were no true carcinogenic effect, a result as extreme as
this one would show up one time in five purely by chance.) Thus,
in response to Abbott’s contention that this study, which was not
nearly significant at the p = .05 cutoff point, should be counted as
a negative, Goyan wrote in his decision: “I disagree. The total
tumor incidence in this study is significant at the p = .2 level.
There is thus an 80 percent chance that the results of [this] study
are due to cyclamate instead of a 95 percent probability necessary
for statistical significance at the p = .05 level . . . I do not consider
these results to be negative . . . the study cannot be considered proof
of safety and indeed raises a question as to the potential carcino-
genicity of cyclamate.” (Here Commissioner Goyan makes the com-
mon mistake in interpreting p-values.) Once again, a study that
would be clearly negative by normal criteria had been alchemical-
ly converted into its opposite: one that “raised a question” about
cyclamate’s carcinogenicity.

Perhaps what is most unsettling here is the thought that the FDA
may intend in the future to accept as “significant” p-values as
high as .2. For this rule would greatly increase the number of
tested substances judged to be carcinogens, subjecting them to a
ban or other stringent regulation. And if true carcinogens are as
relatively rare as scientists believe, then a large fraction—perhaps
a majority—of these supposed carcinogens will be falsely so iden-
tified. To most people, this would be carrying “prudence” rather far.

Such a thoroughgoing revision of statistical methodology might
be expected to excite some remark from the statistics profession,
and in fact it did. A letter in reference to the cyclamate decision
was sent to the Commissioner of the FDA from C.R. Buncher,
Chairperson of the Executive Committee of the Biopharmaceutical
Section of the American Statistical Association, and Professor of
Epidemiology and Biostatistics at the University of Cincinnati. This
letter reads in part:

. . we are concerned about the extreme misrepresentation of our pro-
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fessional methodology. . . . Many of the published statements are pro-
foundly fallacious. . . . The concept cxpressed [concerning the inter-
pretation of p-values] is foreign to everything that is taught in the
statistics profession. . .. We strongly encourage you to have the ap-
propriate professionals prepare a new statcment that correctly ex-
presses the statistical principles that are involved in this issue. This
new statement is needed to avoid the ridicule of knowledgeable scien-
tists. . . . WE BELIEVE THAT A REVISION MUST BE PUBLISHED
IN THE FEDERAL REGISTER AS A CORRECTION.

No such correction has yet been published.

(III) Unreasonable “sensitivity”

The third instance of the FDA’s irregular use of statistics is the
plaint, oft-repeated by the Commissioner in this decision, about the
lack of “statistical sensitivity” in the animal studies under review.
Time after time a calculation was offered that showed that studies
of the size that were used had only a 50 percent chance of de-
tecting at the p = .05 level a true difference of X (where X varied
from a few percent up to some 30 percent, depending on the num-
ber of animals in the experiment). What this meant was that with
the finite number of animals in any single experiment, one stood
a fair chance of missing “small” carcinogenic effects entirely, and
the smaller the experiment, the larger the effects that might be
missed.

It would be perfectly reasonable to raise this objection if an ex-
periment used an unusually small number of animals. But only
two or three of the many cyclamate tests did so; the great major-
ity were of a size comparable to, or larger than, the original FDRL
study that had produced the first (and only) finding of bladder
cancer (and hence, were statistically capable of contradicting it).
They were also comparable in size to the exemplary NCI/NTP
animal cancer test series, which seldom uses group sizes larger
than fifty.

To be sure, such a group size has a 50 percent chance of detect-
ing a tumor incidence at the p = .05 level only if the true incidence
is as large as 8 or 9 percent, and hence stands a fair chance of miss-
ing lower incidences. But this is a general problem with animal
cancer testing, not something unique to the cyclamate tests; besides,
this limited statistical sensitivity is precisely why enormous doses
far excceding normal human exposure are used. The 5 percent
dictary dose, for example, which is the typical maximal dose used
in cyclamate studies, corresponds to hundreds of bottles of diet pop
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daily, and this is maintained over the entire post-weaning lifetime
of the animals. This huge dose is a giant precautionary factor al-
ready introduced into such experiments expressly to compensate
for the limited numbers of animals that can be used in a routine test.

An example of the FDA'’s capriciousness is their treatment of one
of the largest of the rat studies on cyclamate, carried out in Ger-
many. Actually, three feeding studies were performed, one each
on cyclamate, the 10:1 mix, and CHA. Only one bladder tumor
was seen among the 208 animals dosed with cyclamate, none in
the 208 treated with the 10:1 mix, none in the 104 animals treated
with CHA, and none in the 104 controls. How did the FDA eval-
uate this outcome? Commissioner Goyan wrote: “. .. the occurrence
of a bladder tumor in [this] study is consistent with a small treat-
ment effect, even though it is not significant at the p = .05 level. . . .
Accordingly, I cannot consider [this] study to be proof of cycla-
mate’s safety.” 8

What sort of study would the FDA consider of adequate statis-
tical scnsitivity to rebut the “question” of cancer hazard raised by
the occasional tumors seen in these tests? Commissioner Goyan
again: “In the case of cyclamate, it is certainly possible that fur-
ther adequate testing, such as the study proposed by the Tempo-
rary Committee, could resolve the current questions about cycla-
mate’s possible carcinogenicity.? If such testing is done, it may yet
be possible for FDA to conclude that there is a reasonable cer-
tainty that cyclamates does not cause cancer.”

On the face of it this sounds like a reasonable stance, but it is
instructive to see what lies behind the words. For what the Tem-
porary Committee had discussed (not “proposed”) was an ideal-
ized study with no limits on cost and technical resources, and with
the following features: It should be large enough to have a 95 per-
cent chance at the p = .05 level of detecting a 1 percent difference
in incidence within each dose group, and should consist of both
sexes of two species that would be tested with at least three doses,
in addition to the controls. This would require 51,968 animals, and

8 Commissioner Goyan gave the historical incidence of bladder tumors in this
strain of rats (Sprague-Dawley) as .23 percent, that is, 2.3 per thousand rats.
Thus, seeing about one such tumor among the 624 rats in this test would be
expected. The probability that a bladder tumor, given that one occurs at all,
would be found in a dosed animal rather than a control animal, is simply 520/
624 = 5/6 = .833, that is, p = .833. Here, the Commissionecr treated a re-
sult with a p-value greater than .8 as of sufficient weight to invalidate count-
ing this study as a negative.

9 This was a committee set up by the National Cancer Institute to review the
available cyclamate studies. Its report was issued in 1976.
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if allowance werc made for a possible 50 percent premature mor-
tality rate—animals often die well before the end of a two year
experiment from non-cancerous causes, and so never get old enough
to be at risk of developing bladder cancer—then twice this number
of animals would be needed to start the experiment.! So say
100,000 animals: Currently, such tests cost about $1000 an animal,
which means an expenditure of $100 million, a sum most people
would consider better spent on researching a cure for cancer. (More-
over, the largest animal study ever done—and this was very much
an exceptional case—involved 24,000 mice and required an unpre-
cedented logistical effort to carry out.'') Such a study is obviously
impossible. )

These three instances of the FDA’s posture towards the cycla-
mate evidence by no means exhaust (but do accurately exemplify)
the scientific curiosities in this decision. Suffice it to say that there
are other results the FDA finds suggestive though not conclusive,
but nonetheless—or rather, given its new interpretation of the gen-
eral safety provision, therefore—sufficient to deny Abbott’s petition.
The statistical and biological significance of these depends on such
technicalities (which you need not understand) as whether or not
one can validly apply the Armitage test for linear trend to groups
with N less than five, or whether the Bonferroni multiplier should
be applied to the calculated p-values, or how tumors should be
grouped for statistical analysis (liver tumors together with lung
tumors? all lymphosarcomas together or only those seen in selected
organs? all tumors of all kinds seen in the test?), or whether dif-
ferent generations within one experiment should be grouped to-
gether rather than analyzed separately, and so on. The evidence
on which the 1980 cyclamate ban is based, far from being solid,
is a stew of shifting, unreproduceable, and ephemeral “findings”
all embedded in a startlingly ad hoc interpretation of scientific
methodology.

Discretion is a two-edged sword

The magnitude of the change in the FDA’s implementation of
food safety policy is shown by contrasting the FDA’s postures in

" National Cancer Institnte, Division of Cancer Cause and Prevention, Re-
port of the Temporary Committee for the Review of Data on Carcinogenicity
of Cyclamate, Appendix V (1976): 55-59.

"WN.A. Litdefield, et al, “Effects of Dose and Time in a Long-Term, Low-
Dose, Carcinogenesis Study,” Journal of Environmental Pathology and Toxi-
cology 3 (1980).
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the cyclamate case with the earlier saccharin and nitrite cases. The
evidence for carcinogenicity in the case of saccharin, as weak as
it is, is far more secure than it is for cyclamate.!? Saccharin at least
does replicably induce a small but statistically significant (at the
p = .05 level) increase in non-lethal bladder tumors in second gen-
eration rats (ie., rats whose dams were maximally dosed with
saccharin throughout the conception, gestation, and nursing of their
offspring). This has been shown three times, and there are no tests
in which this effect has not been seen. An occasional tumor or two
is seen in first generation rats as well, which could certainly be
interpreted as being “consistent with a small treatment effect.” Both
of these features would be adequate under the new reading of the
general safety clause to “raise a question” that, in the absence of
a convincing rebuttal in the form of a mega-rodent test, would sup-
port a ban. This reasoning was not employed earlier; rather, the
Delaney clause was invoked, and all public debate focused there.
And as for nitrite, the fact that it forms a class of carcinogenic com-
pounds called nitrosamines upon metabolism by the body could
certainly be construed under the new policy as “raising a question.”
Again, this reasoning was not used earlier; instead, the Delaney
clause was invoked.

This progression in policy, provided it stands, does make the
Delaney clause entirely redundant (as Peter Hutt presciently fore-
saw), since any set of carcinogenic data strong enough to sustain
a ban under Delaney would necessarily suffice to “raise a question”
under the new interpretation of the general safety clause. In fact,
one cannot envision a situation in which the FDA would have to
rely only on Delaney to withhold approval in a future food addi-
tive decision. Those who have been urging Delaney’s repeal have
been outmaneuvered: For under the Delaney clause, the burden
of proof at least was on those who made an affirmative declaration
that a substance did cause cancer in animals. This need no longer
be done. All that is needed now is a small reason to raise a suspi-
cion that a substance might cause cancer, and then the burden of
proof is on the petitioner to demonstrate that it does not. It is pos-
sible that one day we will look back on the Delaney clause with
nostalgia.

Indeed, the critics of Delaney have been hoisted with their own
petard. For it is the very “discretion” that was supposed to be a
virtue of decision-making under the general safety clause—we were

12 W.R. Havender, “Ruminations on a Rat: Saccharin and Human Risk,” Reg-
ulation (March/April 1979): 17-24.
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told it would allow the agency leeway to weigh benefits against
risks, and to take the exaggerated conditions of animal cancer tests
into consideration when estimating human risks—that has permitted
the FDA unexpectedly to revise its application of this provision in a
much more stringent and unreasonable manner. Discretion, it seems,
is a two-edged sword.

It is possible, however, that the FDA’s new policy may not en-
dure. Several features suggest that it will prove impossible to gen-
eralize. For one, a $100 million animal cancer test cannot generally
be required of every petitioner seeking approval for a food additive
about which skimpy doubts can be raised. For another, “creative”
statistics will drown the agency with “carcinogens” needing reg-
ulation, a substantial fraction of which are probably wrongly so
classified. A hint of what may be in store is given by the fact that
precious few foods could withstand the scrutiny of the FDA’s new
policy. Sugar, for example, has caused a statistically significant in-
cidence of tumors (at the p = .05 level) in at least one test,'® as
has pepper,!* as has Vitamin D,'® as has a mixture of egg yolks
and milk.!1® Perhaps the toughest near-term test of the new pol-
icy will be the saccharin decision which is due next summer (if
it is not postponed again). Currently, saccharin is the only artifi-
cial sweetener approved for use in soft drinks, so the public will
no doubt protest vigorously against any attempt to use this policy
to ban saccharin. If it turns out that the new FDA policy cannot
be so generalized, then it is unlikely that the current cyclamate
denial can stand, either.

The cyclamate episode clearly points up the softness of the word-
ing of the general safety clause. The FDA nominally interpreted
it as requiring a petitioner to supply “proof of a reasonable certain-
ty that no harm will result from the proposed use of an additive,”
which sounds perfectly sensible. But there is no clear meaning
about what “reasonable certainty” of “no harm” means in opera-
tional terms, or what rules should apply for reaching a judgment.

14 [loffman Laroche Co., Ltd., “Tumorigenicity and Carcinogenicity Study
with Xylitol in Long-Term Dietary Administration to Mice,” Study Number
HLR 25/77774 (January 30, 1978), prepared b Huntingdon Research Center,
Huntingdon, Cambridgeshire, England. Available from the U.S. Food and Drug
Administration, Rockville, Maryland.

M M. Concon, D.S. Newburg, and T.W. Swerczek, “Black Pepper (Piper
nigrum): Evidence of Carcinogenicity,” Nutrition and Cancer 1 (1979): 22-26.
15°G.IL. Gass and W.T. Alaben, “Preliminary Report on the Carcinogenic Dose
Response Curve to Oral Vitamin D,” IRCS Medical Science 5 (1977): 4717.
16 1), Nelson et al., “Hepatic Tumors in Rats Following Prolonged Ingestion
of Milk and Egg Yolk,” Cancer Research 14 (1954): 441-445.
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The cyclamate decision shows how unbounded these terms can be,
particularly when “questions” and suspicions, rather than facts, are
enough to deny a petition. That cyclamate has been extensively
tested, and that no secure, repeatable finding of cancer has been
established, would seem to supply, by any normal application of
scientific inference, a “reasonable certainty” that no harm would
result from the intended uses of cyclamate. But as we have seen,
the FDA was not governed by normal scientific criteria. With so
little constraint on what the FDA can conjure up to “raise a ques-
tion,” and with the burden of proof so one-sidedly placed on the
petitioner, the potential for arbitrariness is great.

This decision, then, makes the need for reform urgently clear.
With firm direction from the top, the FDA could reform itself, and
it could do so without delay (for example, by repudiating these
tactics in its evaluation of Abbott’s 1982 petition). But even this
sort of reform might not be sustained over time: The law on the
books is clearly soft, so policy at the FDA is likely to go through
wide swings as personnel and presidential administrations change.
Only a change in the law—not merely the Delaney clause but the
general safety clause as well-will be lasting.
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cucr or eTare March 18, 1982

Mr. Charles A. Bowsher

Comptroller General of the United States
General Accounting Office

Room 7026

441 G Street, N.W.

Washington, D.C. 20548

Dear Mr. Bowsher:

The Subcommittee on International Security and Scientific
Affairs is preparing for hearings on chemical warfare. Information
describing deterrence against use of chemical weapons, Soviet and
U.S. chemical warfare capabilities, binary chemical weapons, and
disarmament would be very valuable to the Subcommittee in preparing
for hearings. More specifically, the Subcommittee is interested
in obtaining information on the fifteen questions presented in the
attachment to this letter.

Discussion between my Staff Director, Ivo Spalatin, and staff
from your Institute for Program Evaluation iadicated that the Insti-
tute would be able to provide us with information in time for our
hearings. It would be most helpful to us if the Institute staff
could synthesize and assess the currently existing information on
these fifteen questions and brief us on what they have learned no
later than April 7, 1982 with a written report to follow as soon
as possible thereafter.

The text in this chapter is excerpted from the following sources: U.S. General Accounting Office,
Chemical Warfare: Many Unanswered Questions, Report to the Committee on Foreign Affairs, U.S.
House of Representatives of the United States; Congressional Record, U.S. House of Representatives,
June 15, 1983, H3990-H4011. Colman McCarthy, “Defending Nerve Gas,” Washington Post, July
30, 1983, p. A23; and Fred Hiatt, “Pentagon Again to Seek Funding for Nerve Gas,” Washington
Post, January 18, 1984, p. A15. The Washington Post articles are reprinted by permission of the
publisher.
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Thanking you in advance for your cooperation in responding to
this request, I am

Sincerely yours,

CJZ:isj

attachment

APPENDIX I APPENDIX I

Attachment

Questions for Analysis Based on Existing Information

Topic 1. Deterrence.

1. What are the different ways to achieve deterrence against use of
chemical weapons and which way has the U.S. chosen to pursue it?

Topic 2. Soviet Capability

(2) What is the nature, extent, and condition of the Soviet stockpile?

(3) To what exten

..... - £
ressarch fa

t do the Soviets have chemical weapons production/
ilities?

(4) What chemical weapons delivery systems do the Soviets have?

(5) What is the Soviet CW defensive capability?

Topic 3. U.S. Offensive Capability

(6) What is the current U.S. chemical warfare doctrine?
(7) How has the needed U.S. stockpile size been determined?

(8) Are munitions in our current stockpile compatible with
delivery systems introduced or being introduced in Europe?

(9) What other options, besides the binary, exist for modernizing
our chemical warfare capability?

Topic 4. Binary Chemical Weapons

(10) Will the birary program affect the U.S. ability to achieve
both a CW denial and .punishment capability?

(11) How would deployment of binary munitions affect military
operational flexibility?

(12) How do binary and unitary munitions compare in toxicity?

(13) How do unitary and binary weapons compare in safety?

(14) To what extent will binaries increase the risk of proliferation?
Topic 5. Disarmament

115) What are the verification problems with regard to a chemical
weapons ban?



186 EVALUATION STUDIES REVIEW ANNUAL

Chemical Warfare: Many Unanswered Questions
U.S. General Accounting Office, Comptroller General

CHAPTER 1
INTRODUCTION

Claiming Soviet superiority in all aspects of chemical
warfare as well as the failure of years of bilateral negotia-
tions aimed at banning chemical weapons, the U.S. Department of
Defense (DOD) requested a fiscal year 1983 appropriation of $705
million from the Congress for its chemical warfare program.
Although this figure is up sharply from the 1978 chemical war-
fare budget of $111 million and the 1981 budget of $259 million,
it does not tell the whole story of the effort to overhaul the
U.S. chenmical warfare program. DOD has a 5-year plan for
increasing the U.S. chemical warfare capability from 1983 to
1987, and its estimate of the total price tag is $6 billion to
$7 billion. Other estimates run up to $14 billion for the next
decade. With billions of dollars at stake in an area where
emotions run high, controversy naturally has been acute. As a
result, expectations about the proposed plan range from spend-
ing billions of dollars unnecessarily or even harmfully to
endangering the security of the United States and its European
allies if the money is not spent.

We were asked by the House Committee on Foreign Affairs to
look into some of the issues that underlie the current debate on
the need to increase the U.S. chemical warfare capability. In
this report, therefore, we assess and synthesize the information
that is available for addressing four issues of particular con-
cern to the Committee:

--the different ways of deterring chemical warfare,

--the comparability of the Unit=d States and the Soviet
Union in chemical warfare capability,

--the options for modernizing the present U.S. chemical
warfare system, and

--the likely effects of modernization on the prospects for
disarmament.

We describe the nature and extent of the information that is
available on each topic, determine the best sources for address-
ing each topic, and discuss the general level of confidence we
have in the findings. We also identify gaps and inadequacies in
our knowledge and raise guestions that remain to be addressed.
Given the considerable number of unknowns that continue to exist
in this area, refining and pinpointing the precise nature of
these questions was a major effort.

REVIEWING THE CHEMICAL WARFARE DEBATE

Chemical warfare uses weapons that disperse incendiary
mixtures, smoke, or irritating, burning, or asphyxiating gas.
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Chemicals have been used in warfare throughout history, but
the participants of World War I witnessed the first and last
large-scale use of chemicals on the battlefield. During that
encounter, the Allied forces, in an effort to build up world
opinion against Germany, embarked on a campaign against chem-
icals, calling their use "barbarous" and "inhumane." The cam-
paign contributed to a public objection to chemical warfare that
still exists today.

The moral revulsion to chemical warfare that arose in World
War I led to the Geneva Protocol of 1925, which prohibits the
use of asphyxiating, poisonous, and other gases in war. The
Protocol also banned biological (or bacteriological) warfare,
even though biological weapons had not been used in any signifi-
cant sense. Most signatories of the Protocol added a provision
that they would not be bound by it if an enemy used gas or bio-
logical agents against them first. Many gases are stockpiled
today, even though the stockpiling of biological weapons was
banned by international agreement in the 1972 biological warfare
convention.

While there have been numerous allegations that chemicals
have been used in international conflicts over the past 6
decades, few have been substantiated. In all the substantiated
cases, lethal chemical weapons were used against an enemy known
to be deficient in antigas protective equipment or retaliatory
capability.

The United States maintains the ability to retaliate in
kind should an enemy use chemical weapons first. However,
partly because of an open-air test accident that killed more
than 6,000 sheep, and partly because of public concern about the
effect on the environment of transporting and disposing of chem-
ical weapons, legislation was enacted in 1968 that restricted
the movement of chemical munitions and agents in peacetime and
the development of new weapons where open-air testing is re-
quired. At about the same time, there was also a wave of ad-
verse public opinion over the use of riot control agents (tear
gas) and herbicides during the Vietnamese War, contributing
further to the deemphasis of U.S. chemical warfare capabil-
ities. The United States has produced no chemical weapons of
any kind since 1969 and has been restrained from testing its
stockpile since 1968. Many believe that the U.S. chemical war-
fare capability has become inadequate over this rather lengthy
period of time.

Meanwhile, the Soviet Union has been under no similar
restrictions. Also, some have charged that the Soviets have
violated the international agreement not to develop, produce, or
stock biological weapons and that they have encouraged and
abetted the use of chemicals in Southeast Asia and Afghanistan.

It is against this background that the need to increase the
U.S. chemical warfare capability is being debated. We have not
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been silent on the subject, having produced six reports since
1977 on lethal chemical warfare. 1In 1977, we looked at the con-
dition of the U.S. stockpile of lethal chemical munitions and
agents (GAO, 1977c), and in 1981 we reviewed the status of DOD's
implementation of our recommendations concerning the stockpile
(a0, 1981).1 Also in 1977, we examined the U.S. lethal chem-
ical munitions policy in terms of issues facing the Congress
(GAO, 1977b), and in 1979 we updated that report with a fresh
look at the status of issues facing the Congress (GAO, 1979).
Again in 1977, we reviewed U.S. chemical warfare defense, look-
ing at both readiness and costs (GAO, 1977a), and in 1982 we
again investigated the readiness of U.S. forces, equipment, and
facilities to survive and recover from a chemical attack (GAO,
1982). 1In the present report, we draw upon our earlier reports,
especially our 1982 readiness review, but with considerably dif-
ferent objectives, scope, and methodology.

OBJECTIVES, SCOPE, AND METHODOLOGY

The House Committee on Foreign Affairs specifically asked
us to synthesize and assess existing information on questions
related to (1) deterrence against the use of chemical weapons,
(2) soviet and U.S. chemical warfare capabilities, (3) U.S.
chemical warfare modernization, and (4) the likely effect of
modernization on the prospects for disarmament. Debates abcut
chemical warfare usually discuss one or more of these topics.
We analyzed and synthesized information on chemical warfare to
determine what is known about it, the confidence we can have in
this information, and the gaps and inadequacies that remain.
Thus, our objective is to assess and synthesize the rapidly
accumulating information on chemical warfare relevant to these
topics.

Our method with regard to documents has had four steps.
First, we developed study questions on chemical warfare, basing
them on the Committee's request and organizing them in a logical
sequence. Second, we identified and collected our information
sources (a term that we use interchangeably with the word "docu-
ment"). Third, we assessed the information, classifying each
source according to the study questions it addresses and the
type of information it presents. When it was appropriate, we
also reviewed the overall quality of the information. Fourth,
in the synthesis, we determined which information is best for
addressing each question, indicated the general degree of confi-
dence that can be attributed to the findings, and identified
remaining information gaps or inadequacies. In table 1 on the
next page, we present an overview of our methodology and link it
to the report's contents.

linterlinear bibliographic citations are given in full in
appendix II. The names of authors that are agencies are
abbreviated, as here.
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Table 1

An Overview of the Methodology and a Map of This Report

Formulate Questions Identify Documents |y Assess Information f—m Synthesize Information
List of questions Bibliography Typology for Question 1
Table 2 Appendix Il documents Chapter 2
Table 3
Congressional Questions linked Question 2
request to documents Classification of Chapter 3
Appendix | Appendix il documents by type
and question Question 3
Appendix il Chapter 4
Question 4
Chapter 5
Overall synthesis
Chapter 6

Along with this effort regarding documentation, we under-
took several supplementary and complementary activities. We
conducted interviews with a wide range of experts. We attended
briefings and congressional hearings on issues related to chem-
ical warfare. We performed these activities throughout the dur-
ation of the project. We used the results of these efforts to
inform each step of our review. The review was performed in
accordance with generally accepted government audit standards.

Formulating the study questions

Developing the questions of interest to the Congress on
chemical warfare, we began with the four basic questions in the
chemical warfare debate: (1) How is deterrence against the use
of chemical weapons achieved? (2) How do the United States and
the Soviet Union compare in their chemical warfare capabil-
ities? (3) How can the United States modernize its present
chemical warfare system? (4) What are the likely effects of
ntodernization on the prospects for disarmament? As we show in
table 2, we divided each question into several others. While
the list is not exhaustive, each question is undeniably impor-
tant to a comprehensive analysis of the chemical warfare
jebate. In the table, we have marked the specific questions
the Committee asked with an asterisk. The Committee's letter
is reprinted in appendix I.

[dentifying the information sources

The controversy surrounding chemical warfare is reflected
n the tremendous amount of popular and other literature that
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Chemical Warfare Questions and Subquestions °

QUESTION

SUBQUESTION

1.0 How is chemical warfare deterred?

1.
1.2

1.3

What is a credible deterrence capability?

What are the different ways of deterring chemical
warfare?*

How has the United States chosen to pursue deter-
rence?*

2.0 How do the United States and the Soviet Union com-

pare in chemical warfare capability?

2.

22

23

24

25

What are the U.S. and Soviet doctrines governing
the use of chemical weapons?*

How does the U.S. chemical stockpile compare with
the Soviet Union’s and how is stockpile need deter-
mined?*

How do the U.S. and Soviet chemical warfare delivery
systems compare?*

How do the United States and the Soviet Union com-
pare in defensive equipment and personnel?*

How and to what extent have the United States and
the Soviet Union prepared for implementation?*

3.0 How can the United States modernize its chemical
warfare system?

31
3.2
33

What factors are necessary for modernization?
What are the alternatives to binaries?b*

Do binaries have substantial advantages over
unitaries?*

4.0 How does modernization affect the prospects for
disarmament?

4.

pN

4.2

43

How successful have chemical warfare disarmament
efforts been?

What are the verification problems in banning
chemical weapons?*

What implications does modernization have for disar-
mament?*

@ Questions marked with an asterisk (*) were specifically raised for review by the House Committee on Foreign Affairs.

® Instead of containing actual nerve gas, binary weapons contain two relatively nontoxic chemicals in separate canisters that are allowed

to mix and react only when the munition is being delivered to its target (or being readied for delivery), the chemical combination

being a nerve gas.
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has been written on it. There are literally hundreds, if not
thousands, of newspaper items and editorials, popular maga-
zine articles, technical journal articles, books, studies, and
reports on chemical warfare. It was clear at the outset that
our review of the literature could not be exhaustive, but it was
less clear whether we wanted to be comprehensive or representa-
tive in our readings, how we would know whether we had been com-
prehensive or representative, and whether we would vary our
approach for the different types of information.

Given our study approach and our purpose of separating fact
from fiction, we focused on the information sources that would
be the most likely to contain either original data or original
arguments about chemical warfare. Therefore, sources such as
newspaper items and popular magazine articles are underrepre-
sented in our sample. We concentrated on articles in military
and technical journals and on research studies and reports.
While we looked at testimony in congressional hearings on chem-
ical warfare, we were more interested in reviewing the sources
on which the testimony had been based. We examined classified
literature in addition to open literature. Our use of intelli-
gence data in assessing Soviet capability is described in
chapter 3.

To identify the relevant literature, we used chemical war-
fare bibliographies and reference lists as we encountered them,
searched the literature, and conducted interviews. We reviewed
the chemical warfare files of the Congressional Research Service
and asked the Defense Technical Information Center, the Defense
Logistics Studies Information Exchange, and SCORPIO to search
the literature. We interviewed representatives of the U.S.
Army's nuclear and chemical directorate and representatives of
the Office of the Secretary of Defense and the Arms Control Dis-

armament Agency.

Following these procedures, we identified a large number of
technical reports and articles on chemical warfare. The Defense
Technical Information Center search, for example, provided a
list of about 250 unclassified technical reports on chemical
warfare, although we did not review them all. If a report con-
centrated on an area that was not a focus of one of our ques-
tions, such as demilitarization, we did not review it. If we
had several recent references on a topic, we did not review all
the older references. When we followed up on reference lists,
we concentrated on items that were cited frequently and on items
that appeared to focus on study questions for which we had
limited information. Thus, we attempted to be comprehensive in
our search of the literature and selective in our review and
analysis. We completed our selection of documents in May 1982.

We relied on expert opinion to confirm that the final list
of references that we reviewed does in fact represent the liter-
ature available for addressing the study questions. Toward this
end, we asked five experts to review a draft of our bibliography
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and indicate additional sources that contain factual infcrma-
tion or arguments not accounted for in it. The experts, who
take different positions in the debate on chemical warfare
modernization, were Niles Fulwyler (then head of the U.S. Army's
nuclear and chemical directorate), Amoretta Hoeber (Principal
Deputy Assistant Secretary of Research and Development for the
U.S. Army), Matthew Meselson (professor at Harvard University),
John Erickson (professor at the University of Edinburgh), and
J. Perry Robinson (professor at the University of Sussex). 1In
general, these experts confirmed that our bibliography is repre-
sentative, and we added references suggested by their reviews.

The bibliography of documentary sources we used to address
the study questions is in appendix II. We have arranged the
references in the following categories: reports by congres-
sional agencies and organizations, military and technical jour-
nal articles, other military publications, publications by other
organizations, conference papers and testimony, and books by
individuals.

Assessing the information

Once we had identified the sources of information for each
question, we classified them by type and by the questions they
addressed. Then we made judgments about the quality of the
information according to a set of assessment criteria. Later
in the synthesis step, these judgments about type and quality
helped us determine our confidence in the information. This,
in turn, determined whether and how we used each information
source.

Classifying information sources
by type and by questions
addressed

We classified each document we reviewed by type and by the
questions it addressed. We defined eight types, which we have
listed in table 3 on the next page. We also classified each
document by the four study questions and their subquestions
listed in table 2. In appendix III, we have displayed this
classification of the information sources. Each document is
classified by only one type but shares several questions with
other documents.

We found that the types of information that are available
differ considerably. For example, some reports give accounts
supporting a particular stance on a chemical warfare issue and
raising major points of controversy. Others merely identify the
points of controversy in a neutral way, attempting not to take a
stance on any issue. Still others describe complex simulations
of scenarios of real-life situations, and yet others report on
tests and evaluations. For documents that have mixed charac-
teristics, we selected the predominant characteristic for their
classifications.




CHEMICAL WARFARE EVALUATION 193

Table 3

Chemical Warfare Document Types and Their Definitions

Type Definition

Historical Provides a historical account of the subject.

Opinion Presents the beliefs of individuals who have special knowledge about the
subject and only one side of an argument.

Issue review Raises major points of controversy but does not attempt to resolve the
controversy and supports no one argument,

Issue analysis Raises major points of controversy and seeks to resolve the controversy,

Policy study Evaluates alternatives systematically accordingto stated criteria and,

in some cases, identifies a preferred alternative.

Simulation Reports on the examination of a problem not by direct experimentation but
by structured, frequently computer-based, gaming techniques.

Documentary Presents expository “‘eye witness'’ material, often secondhand.
Test and Collects and examines expository material critically by means of various
evaluation structured procedures such as content analyses, case studies, surveys, field

experiments, and intelligence procedures.

Judging the information quality

Next, we made judgments about the quality of the reasoning
in each document and the purported facts pertaining to chemical
warfare issues. Because so much of the information on chemical
warfare is not empirical and, therefore, not subject to the
usual questions about the soundness of methodology, we developed
An exploratory set of criteria for our assessment of the quality
of information. We list these criteria in table 4. Their
Applicability differs from source to source, and we made no
ittempt to use each criterion in eévery case. We made no effort
-0 "score" the information sources on their quality or to verify
-he consistency of different reviewers in meeting our criteria.
‘n short, we used the criteria as guides to assessing informa-
ion rather than rigorously rating its quality,

ynthesizing the information

Our last step was to identify and integrate the best
ources of information for addressing each question, to deter-
ine the overall degree of confidence in the answer to the ques-
ion, and to identify remaining gaps and inadequacies. All else
eing equal, we judged test and evaluation information to be
Jperior to other types of information. If we had "good" test
1d evaluation information, we relied on it and did not neces-
arily use sources of other types, except in briefly presenting
1@ pertinent arguments. For questions for which we did not
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Table 4

Document Assessment Criteria and Their Definitions

Criterion Definition

Bias To what extent is the author or source potentially involved in chemical warfare out-
comes? Is the source a lobby organization for the military? All else being equal, an in-
dependent, uninvolved source is more credible than a potentially biased one.

Values To what extent does the author make value judgments? How closely do values underlie
the argument? To what extent do values rather than logic constitute the argument?
The more the document substitutes values for logic, the less credible it is.

Assumptions Are the assumptions explicit or implicit? Are they reasonable or unreasonable? What
support is there for them? A document based on unstated, “‘shaky,” or false assump-
tions loses credibility.

Logic To what extent is the logic flawed? The tighter the logic, the more credible the docu-
ment.

Facts To what extent are facts the basis for the arguments? To what extent are the sources
for the facts cited? A document that is based on facts that have been or can be
verified is more credible than one that is not.

Competing Does the argument account for peting gies, hypoth orc of action?

alternatives 1s a case made for rejecting alternatives? An argument for which competing alter-
natives have been analyzed has more credibility than one for which they have not.

Political and To what extent does the argument take into account the political and operational

operational feasibility of what is being recommended? Could the recommended course of action

teasibility

be implemented?
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have test and evaluation information, we judged simulation
information to be superior 'to other types, all else being
equal. We followed the same procedure in relying on policy
studies. We made no similar distinctions for relying on the
other information types. If we had information consisting of

only arguments, we used our assessment criteria to identify any
weaknesses in them.

CHAPTER 6
—r s

QUESTIONS ON U.S. CHEMICAL WARFARE CAPABILITY,

SUMMARY OBSERVATIONS, AND AGENCY COMMENTS

AND OUR RESPONSE

The controversial chemical warfare issue has been raised
Oy the present Administration's Plan to modernize the nation's
“hemical warfare capability. 1In the 5 years 1983-87, the U.S.
)epartment of Defense anticipates spending between $6 billion
\nd $7 billion to upgrade the U.S. retaliatory and defensive
hemical warfare capabilities. With this sum of money at stake,
he results of the Proposed modernization Program range from
pending billions of dollars unnecessarily, or even harmfully,

© endangering U.S. national security and that of its allies if
he money is not spent.

The House Committee on Foreign Affairs asked us to syn-
hesize and assess the nature, extent, and quality of informa-
ion available to answer the following specific questions:

1. How can chemical warfare be deterred?
2. How do U.s. and Soviet capabilities compare?

3. How can the United States modernize its chemical
warfare system?

4. How will modernization affect the Prospects for
disarmament?

rfare Ccapability usually revolves around one or more of these
estions.

Our purpose in synthesizing the information on chemical
"fare was to determine (1) what is known about chemical war-
‘e (the facts and other data angd the analyses that are avail-
€ to support various pPositions), (2) the general confidence
t can be placed in that information, ang (3) the gaps and
dequacies in it. Toward this end, we reviewed and assessed
ssified and unclassified chemical warfare literature, focus-

ew, indicating sources
1 additional factual information or arguments we had not

2ady identified. Despite the technical ang empirical focus
ur review, we found that the arguments in most references
based on belief. Most of the factual information is
pported by citations. Few simulations or actual test
evaluation studies exist.
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we found a multitude of unanswered questions related to
chemical warfare modernization. The number of unresolved
issues, both proadly and narrowly defined ones, is large. Some
questions have been partly and inadequately addressed; others
have-apparently not even been raised. The general picture is
that the chemical weapon system is not perceived as a credible
deterrent, little is known about its functioning or its useful-
ness, and a large amount of money is being sought for it. We
are particularly concerned that so many guestions remain unan-
swered since the United States has maintained chemical weapons
for so many years and since we have issued a long series of re-
ports identifying deficiencies in U.S. chemical warfare retalia-
tory and defensive readiness.

HOW CAN CHEMICAL WARFARE
BE DETERRED?

The concept of deterrence is generally premised on dissuad-
ing hostile actions through the perception of the will and the
ability to inflict unacceptable conseguences on a potential
adversary. Deterring chemical warfare is premised on the same
concept, except that analysts differ, according to their indivi-
dual perspectives on tactical warfare and their views of the
utility of chemical weapons, On what specifically is most likely
to be able to inflict, and to be perceived as able to inflict,
unacceptable consequences. Chief among the views are that the
threat of tactical nuclear attack is a credible chemical warfare
deterrent and that a chemical retaliatory capability is neces-
sary for deterrence.

The literature also presents the essential elements of
retaliatory., OF offensive, and Jefensive chemical warfare capa-
pilities. These elements include (1) having a well-developed
doctrine, (2) maintaining a sufficient stockpile of weapons, (3)
having delivery systems for the weapons, (4) having adequate and
appropriate defensive equipment and personnel, and (5) being
able to implement the system. The fifth element includes
training, production facilities, and deployment logistics.

Empirical evidence of the significance of these elements in
establishing a credible chemical warfare deterrent is scant.

The literature suggests that lack of chemical warfare assimila-
tion by the military., legal and moral proscription, and fear of
retaliation played important parts in forestalling an extensive
use of chemicals in World war II. Historical analyses of alle-
ged uses of chemical weapons suggest that both the ability to
defend against an enemy using chemical weapons and the ability
to launch a retaliatory attack on the enemy (although not neces-
sarily with chemicals) are important components of deterrence.

The literature identifies three proad policy options for
chemical warfare deterrence. Emphasizing different elements
of capability., these are policies on arms control, weapons,
and defense. Policies emphasizing weapons and defense
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call for some offensive or retaliatory capability, whether
nuclear or chemical, yet all three require a strong protective
posture. The emphasis on weapons differs from the emphasis on
defense by calling for a major conventional, nuclear, or chem-
ical warfighting capability; the emphasis on defense includes
a limited chemical retaliatory capability, sufficient only to
force the enemy into chemical protection.

The issues that are prominent in discussions of these three
policy options are (1) the extent to which the use of chemical
weapons could be rendered ineffective if protective shelter,
clothing, and equipment were adequate to defend against them,
(2) the extent to which protective clothing and equipment
severely degrade military efficiency on both sides, and (3) the
likelihood, necessity for, and utility of a verifiable ban on
chemical weapons. Those who argue that strong defensive meas-
ures or the threat of tactical nuclear retaliation deter the
initiation of chemical warfare generally look favorably on arms
control as a way of achieving a chemical weapons ban. Those who

The literature shows that the United States has consis-
tently declared the policy of retaliation-in-kind. Given the
existence of the U.S. chemical weapons arsenal and current pro-
posals to upgrade both its retaliatory and its defensive capa-
bilities, the United States can be seen as having adopted either
a policy of weapons emphasis or a policy of defense emphasis
with limited retaliatory potential. Some argue, however, that
U.S. policy should be characterized as emphasizing arms control,
since they believe that the United States has been unilaterally
disarming.

HOW DO U.S. AND SOVIET CAPABILITIES
COMPARE? HOW CAN THE UNITED STATES
MODERNIZE ITS CHEMICAL WARFARE
SYSTEM?

Whether emphasizing defense with limited retaliatory capa-
bility, weapons, or arms control, U.S. chemical warfare deter-
rence policy requires both chemical retaliatory and defensive,
or protective, capabilities. Retaliatory and defensive capa-
bilities consist of many elements, the basic ones listed in the
literature being doctrine, stockpile size and composition,
delivery systems, defensive equipment and personnel, and imple-
mentation. We reviewed the literature to determine U.S. and
Soviet status on these elements of capability and investigated
DOD's modernization program in light of the current U.S. status.

The literature generally agrees that the United States
lacks a credible chemical warfare deterrent in terms of the cap-
ability elements. That is, perceptions and data agree that the
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United States does not have the means or the ability to
respond effectively to a chemical attack. In contrast, the
literature generally reflects the perception that the Soviets
are highly able to wage chemical warfare. However, open sources
and classified reports contain only limited information to
support the various assertions about specific levels of Soviet
capability.

As for defensive capability, we found a body of facts and
supporting evidence that the Soviets have built a strong ability
to defend against nuclear, biological, and chemical warfare. We
found U.S. inadequacies well-documented with respect to the
ability to retaliate and defend in a chemical warfare environ-
ment. The most favorable comparison for the United States is
in individual protection, but even here the literature describes
unresolved problems with the U.S. protective suit and mask.

The question that is implicit in DOD's modernization plan
is whether or not modernizing the U.S. chemical warfare capabil-
ity will improve deterrence. Modernizing a chemical warfare
system requires (1) adequate information on the several alterna-
tive ways of modernizing, (2) a strong rationale, based on reli-
able data, for selecting one alternative rather than another,
and (3) comprehensive and integrated plans to coordinate the
improvement of capability in a variety of elements--among them
doctrine, stockpile, delivery systems, defensive equipment, and
implementation. In our review of existing information on DOD's
modernization program, we did not find convincing evidence that
these three requirements have been adequately met.

Doctrine

The following statements are supported by credible informa-
tion:

——The Soviets are perceived as having a well-developed
and clearly articulated offensive chemical warfare
doctrine.

—-The United States is attempting to develop chemical war-
fare doctrine.

--There are many combat scenarios in which chemical weapons
could be used against U.S. forces and there is no compre-
hensive U.S. doctrine for sustaining combat operations in
many such situations.

Information on the following issues is sparse or inadequate
and we are unable to draw conclusions about them with a minimum
level of confidence:

——whether the Soviets do have a well-developed and clearly
articulated offensive chemical warfare doctrine;
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--whether the major obstacles to the development of
U.S. chemical warfare doctrine have been identified
and whether they can be overcome;

--whether procuring binary weapons will complicate efforts
to develop retaliatory doctrine;

--whether U.S. retaliatory doctrine can adequately address
the following: the effects of combining chemical weapons
and improved conventional munitions in warfare, the
likelihood of inflicting casualties on well-protected
Soviet troops, the likelihood that area-denial tactics
can be pursued given Soviet collective protection
capabilities, and the likelihood that U.S. forces can
acquire targets most susceptible to chemical attack
without causing unacceptable civilian casualties;

—-whether in the immediate future U.S. defensive doctrine
should be made to reflect the lack of adequate collective
protection in combat vehicles and stationary shelters,
vehicle and equipment decontamination facilities, and
remote-area sensing and alarms.

Stockpile

Regarding the stockpiles of munitions held by the United
States and the Soviet Union, our review finds substantial
evidence of the following:

--The United States maintains chemical stockpiles in
arsenals within the United States, in a depot on
Johnston Island in the Pacific, and in Europe.

--Most U.S. munitions are short-range artillery projec-
tiles; the arsenal contains some chemical-filled bombs

—-The stockpile in Europe contains

--The total size of the U.S. chemical stockpile and its
condition are not precisely known; estimates range con-

sistently from agent tons to agent tons.
--There are approximately agent tons of lethal

chemicals in bulk storage in the U.S. stockpile; in

addition, there are between agent tons

of serviceable or repairable munitions.

--The size, mixture, and deployment of the Soviet stockpile
is ;7 guesses about its size range from
agent tons to agent tons, indicating the
of knowledge in this area.
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The information that is available is inadequate to support
conclusions on the following chemical stockpile questions:

--whether comprehensive logistics plans exist for timely
deployment of chemical weapons to NATO:;

——whether the chemical weapons in Europe are enough to
degrade Soviet forces to the same level NATO forces can
expect to be degraded; :

--what tonnage need in chemical munitions has been esti-
mated for theaters other than NATO's central region;

--the extent of preventative and rehabilitative measures
being taken to preserve the existing chemical weapons
stockpile;

—-whether there is a sound basis for determining a stock-
pile of munitions that effectively meets the Soviet
threat and takes advantage of any of its vulnerabilities.

Delivery systems

Analysis of the literature shows that evidence supports the
following assessments of chemical warfare delivery systems:

--The Army is not following recommendations to produce
binary bombs first, rather than artillery projectiles,
in order to acquire a long-range capability.

——-The Soviet chemical warfare delivery means are virtually
unknown, even though many sources cite them as consisting
of missiles, rockets, bombs, aerial spray tanks, and
artillery.

We found limited information or none on the following
delivery issues:

--U.S. progress in developing a long-range surface-to-
surface chemical warfare delivery capability:

--U.S. progress in developing short-range chemical warfare

delivery means

——whether air-delivered chemical munitions are practi-
cable in the face of Soviet anti-aircraft capabilities;
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Defensive equipment

The information on defensive systems supports the following
assessments:

--Tests have shown that the U.S. protective suit causes
less heat stress than Soviet suits.

-=U.S. suits are flammable, cannot be laundered, and must
be disposed of when they are saturated.

-~U.S. protective masks need a flexible lens and external
filters that are easy to change.

--The United States lacks an adequate chemical sensing and
alarm capability.

—-The United States has limited collective protection capa-
bilities for vehicles; the Soviets have seriously pursued
collective protection.

--The United States lacks efficient equipment for the
large-scale decontamination of troops, weapons, and
vehicles; Soviet forces appear to have a substantial
decontamination capability.

--The United States planned to have 7,400 chemical defense
specialists by fiscal year 1982; the Soviets have been
estimated as having between 50,000 and 100,000 troops
dedicated to nuclear, biological, and chemical defense.

Our knowledge is less certain, or nonexistent, on the
following points:

--plans for and progress in fitting various existing U.S.
combat vehicles for collective protection;

-~the operability of Soviet collective protection systems
in combat vehicles, as planned, under combat conditions
of high mobility and repeated weapon firings.

Implementation

In examining implementation capabilities, we found credible
evidence supporting the following statements:

the United States does
not have plans for deploying binary munitions in Europe.
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We identified very little information on implementation issues
such as whether the operational characteristics of binaries
(such as their mixing time) require special training or doctri-
nal considerations.

In essence, the findings of the literature on the five
elements of doctrine, stockpile, delivery systems, defense
equipment, and implementation can be summarized as follows:

1. The United States does not have a chemical warfare doc-
trine, yet DOD is preparing to modernize the chemical
weapons arsenal. There is evidence that the Soviets
have developed a defensive doctrine for integrated con-
ventional, nuclear, and chemical warfare scenarios;
little is known about Soviet offensive doctrine.

2. The precise size and condition of the U.S. stockpile
are not known, but it is known that
and no long-range
surface-to-surface capability at all. Little is known
about the size and mixture of Soviet chemical munitions.

3. There appears to be no U.S. plan for developing a long-
range surface-to-surface chemical weapons delivery
capability. The Soviets are assumed to have every con-
ceivable means of delivering chemical warfare agents,
but

4. The United States has put into the field relatively
good protective suits but needs to improve decontamina-
tion capability, remote area detection, collective pro-
tection in vehicles, and stationary shelters, with
remote sensing and alarm capability being seen as pre-
senting an especially critical deficiency. The Soviets
have made extensive chemical warfare defensive prepara-
tions in all areas--decontamination, detection, indivi-
dual and collective protection.

5. The United States has not pursued initiatives with NATO

allies that would allow the forward deployment of
binary weapons,

Binary alternatives

Alternatives to the procurement of binary weapons are iden-
tified and discussed in the literature. Most commonly it is
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argued that the United States has a stockpile of chemical
weapons that is sufficient for any likely retaliation-in-kind
requirement. The DOD position is that the present stockpile is
deficient in both size and mixture of weapons and that only pro-
ducing binaries will rectify this situation. We find that pres-
ent knowledge is not adequate either to refute or to support the
claims and counterclaims in this debate.

We searched for evidence that indicates that the new binary
weapons will give DOD substantial advantages it does not have
with the unitary weapons. We found that the following state-
ments are well supported by the available evidence:

~-Design characteristics give binary weapons safety fea-
tures that facilitate their handling, storage, and trans-
portation in peacetime.

--"Arming" the binary weapons diminishes these safety fea-
tures.

—-Open-air testing has been banned since 1969 and as a
result no field data have been collected on the perform-
ance characteristics of binary weapons.

--Binary weapons require more space for storage and trans-
portation than unitary weapons do. For the 155-mm pro-
jectiles, for example, nearly four times as much space is
required.

'We found little or no information regarding the following
issues and, therefore, cannot make conclusions about them with
an acceptable level of confidence:

--the extent to which the noise and odor associated with
the binary weapons detract from their utility in achiev-
ing military objectives;

——the extent to which the technical aspects of binary weap-
ons, including mixing and arming them, place unacceptable
constraints on the weapons' tactical utility;

--the extent to which data from simulants are useful in
predicting the performance of binary weapons and, there-
fore, their utility in meeting military objectives;

--whether binary weapons offer significant advantages over
unitary weapons on a wide range of operational and tech-
nical factors such as dispersion patterns and toxicity
levels;

—--whether binary chemicals are safe to produce;

--whether procuring binary weapons will significantly
improve the U.S. chemical retaliatory capability.
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We found that the evidence is generally insufficient for
conclusions on the performance advantages of binary weapons
compared with unitary weapons. There is support for the asser-
tions about the peacetime safety features of binary weapons, and
there are also unexplained indications that these peacetime ad-
vantages may have related wartime costs.

HOW DOES MODERNIZATION AFFECT
THE PROSPECTS FOR DISARMAMENT?

Having reviewed DOD's plans for chemical weapons moderniza-
tion, we examined information on the effect modernization is
likely to have on the prospects for the ultimate deterrent--a
chemical weapons ban. We found a history of slow progress in
treaty negotiations, which have been substantially hampered by a
lack of agreement on the issues of verification. Although the
United States and the Soviet Union have agreed that the verifi-
cation of a chemical weapons treaty should be based on a combi-
nation of national and international measures, the Soviets have
consistently rejected requests for on-site verification of
treaty provisions. A draft paper delivered in 1982 to the
United Nations by the Soviet Union may offer some hope of flexi-
bility in the Soviet position, but the Arms Control and Disarma-
ment Agency is taking a "wait and see" attitude toward the draft
paper. The verification issues are complex, and in many areas
information potentially useful in resolving them is lacking.

For example, we found no objective evaluations of whether
using several nonintrusive verification techniques at one time
would bolster the likelihood of detecting activities related to
chemical weapons. In addition, we found that a number of perti-
nent questions have not been addressed:

--Have technological advances in the last decade made long-
range sensing devices (such as remote sensors in air or
on space platforms) likely verification tools?

--Is computer-based verification realistic and not overly
intrusive?

--What techniques or combination of techniques give the
greatest probability of detecting treaty violations?

As to whether U.S. chemical warfare modernization plans
would result in a negotiations breakthrough or breakdown, we
found advocates for both positions but little data. The argu-
ments depend on beliefs about how a U.S. chemical weapons build-
up would be perceived. We inquired whether procuring binary
chemical weapons would mean a proliferation of chemical weapons
and a further complication of disarmament negotiations. Argu-
ments on these issues depend on how easily binary weapons can be
produced and the way in which binary weapons would further
complicate the already complex verification issue. Resolution
of the arguments will require answers to these questions:
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(1) How easily can binaries actually be produced? (2) What
nations have the ability to produce binaries? (3) How would
producing binaries affect the value of existing verification
procedures? We find that these questions are rarely enunciated
and even more seldom analyzed.

SUMMARY OBSERVATIONS

The general impression left by the literature is that there
is little empirical data in areas pertaining to the functioning
and usefulness of chemical weapons. Conjecture plays a major
role in the formulation of theories of chemical warfare deter-
rence and in the analysis of Soviet threats and U.S. responses.
We offer the following seven observations on primary information
needs.

Observation 1

The literature agrees that more reiiable information is
needed on Soviet offensive capabilities. The evidence is strong
that the Soviets have been building their nuclear, biological,
and chemical defensive capabilities, but this does not neces-
sarily imply, as is sometimes assumed, that U.S. retaliatory
chemical warfare capabilities require strengthening.

Observation 2

It is argued reasonably in the literature that some retali-
atory chemical capability is necessary in order to degrade enemy
performance and remove the potential advantage of an enemy's
using chemical weapons, but the literature shows no analysis of
the proportion of chemical to nonchemical munitions that would
be required to achieve this objective. No analysis identifies
the implications for the U.S. stockpile when degradation is the
major military objective.

Observation 3

The literature does not conclude that chemicals are tac-
tically more advantageous than other weapons in achieving mili-
tary objectives other than the degradation of an enemy's per-
formance. There seems to be no information on the comparative
ability of chemical and other weapons, alone and in combination,
to cause casualties in attacking specific battlefield targets.
If analysis is to be conducted, it should assume a well-
protected enemy, given what is known about Soviet defensive
capabilities.

Observation 4

Comparative analyses of the effectiveness of the various
chemical delivery systems have not been made. The literature is
confined to concern about reliance on the Bigeye bomb for long-
range capability.
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Observation 5

Despite the fact that a simulation sponsored by the Joint
Chiefs of 