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Rating the Ratings:
Assessing the Psychometric Quality of Rating Data

Frank E. Saal, Ronald G. Downey, and Mary Anne Lahey
. Kansas State University

Research concerned with evaluating the psychometric qualities of data in the
form of ratings (rating errors) has been plagued with conceptual and opera-
tional confusion and inconsistency. Following a brief historical survey of such
research, inconsistencies in definitions, quantifications, and methodologies are
documented in a review of more than 20 relevant articles published in Journal
of Applied Psychology, Organizational Behavior and Human Performance, and

Personmel Psychology from 1975 through 1977.

Empirical implications of

these inconsistencies are discussed, and a revised typology of rating criteria,
combined with a multivariate analytic approach, is suggested.

The use of a pencil-and-paper instrument
by one individual to communicate judgments
about one or more aspects of other individuals
is common in contemporary society. Few so-
cial sciences, if any, make greater use of such
judgmental information than psychology. Al-
though many of these judgments are in the
form of rankings, paired comparisons, or
checklists, the most popular judgmental mea-
sure is the rating scale (Guion, 1965; Landy
& Trumbo, 1976). Industrial psychologists
rely on ratings in the contexts of job perform-
ance appraisal, personnel selection (especially
interviews and assessment centers), and lead-
ership evaluation, to name but a few. Educa-
tional and school psychologists often use
teachers’ ratings of their students’ behavior
in the classroom (Frandsen, 1967), Clinical
psychologists point to ratings as a useful be-
havioral assessment technique in their efforts
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to better understand and serve their patients
or clients (Phares, 1979), The rating scale
clearly pervades the various domains of ap-
plied psychotogy and is widely used through-
out our society as well.

Equally pervasive, however, are the sus-
picions and criticisms associated with the use
of rating scales and the information they pro-
vide. Most of the reservations, regardless of
how elegantly phrased, reflect fears that rat-
ing scale data are subjective (emphasizing,
of course, the undesirable connotations of sub-
jectivity), biased, and at worst, purposefully
distorted. In the face of these often warranted
misgivings, it is not surprising that psycholo-
gists and other professionals who rely on rat-
ing data have devoted much time and effort
to the development of techniques and pro-
cedures for assessing the veracity and general
psychometric qualities of their judgmental
measures. Although most of the strategies
that emerged were designed to identify rating
errors—inadequacies of one sort or another
in the ratings—not all of the suggested cri-
teria for gauging the quality of ratings have
been couched in negative terms.

In the attempt to alter the perception of
ratings as ‘“too subjective” by developing
indices or criteria of rating quality, the re-
search has unfortunately added to the con-
fusion. First, there is less than unanimous
agreement regarding conceptual definitions for
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several of the criteria of rating quality. Sec-
ond, there is even less agreement regarding
the operational definitions (statistical indices)
for those criteria (Downey & Saal, Note 1),
Third, different researchers have used dif-
ferent research designs or data collection
procedures with inherently limited capabil-
ities for aggregating data and yielding par-
ticular statistical indices of rating quality, It
is therefore easy to find two or more studies
in the literature that use the same label for
a particular criterion of rating quality (e.g.,
halo) even though the conceptual and opera-
tional definitions of that particular rating
error are not identical and the data collec-
tion strategies are sufficiently different to
preclude calculation of similar statistical
indices.

The present article has four objectives: (a)
to briefly describe some of the early literature
designed to identify and develop indices of
criteria for gauging the quality of rating
scale data, (b) to document the inconsisten-
cies and potential confusion that characterize
both conceptual and operational definitions
of particular rating errors and other quality
criteria, (c) to suggest the implications of
these discrepant definitions by referring to
empirical comparisons of rating data obtained
using two different rating scale formats, and
(d) to describe and offer for consideration an
integrated system of definitions and data col-
lection procedures for assessing the psycho-
metric properties of rating scale data.

Early Literature

Although references to the phenomenon ap-
peared in the work of Wells (1909) and Webb
(1915), one of the first landmarks in the
area of rating criteria was Thorndike’s (1920)
research on halo—a rater’s tendency to think
of a person as being generally good or gen-
erally inferior~—which would yield relatively
high intercorrelations between ostensibly dif-
ferent dimensions of performance or behavior.
Immediately following Thorndike’s contribu-
tion appeared the prodigious work of Rugg
(1921a, 1921b, 1922a, 1922b), whose investi-
gations of Army personnel ratings closely
paralleled work in the area of group intelli-
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gence testing (Army Alpha and Beta tests).
Using a form of interrater agreement as his
primary evaluation criterion, Rugg (1922a)
concluded that more accurate ratings can be
obtained by averaging several judgments and
that the inadequacy of a single rater’s esti-
mate was due to ‘“‘general attitudes toward
our associates and subordinates” (p. 39)—
halo,

Kingsbury (1922) focused on three of the
major criteria used today for evaluating the
quality of ratings: (a) halo, as discussed by
Thorndike (1920); (b) high-low raters, the
forerunner of leniency-severity; and (c) fear
of making distinctions, the precursor of cen-
tral tendency or range restriction, He made
no attempt, however, to quantify these rat-
ing errors.

The term lenient seems to have been coined
by Kneeland (1929) to describe the tendency
of raters to “rate well above the midpoint of
the scales used” (p. 356), as indicated by
average ratings over all ratees. Ford (1931)
adopted Kneeland’s terminology and contrib-
uted the term severe to describe raters who
concentrate on the low end of the scale. Ford
also suggested a strategy for eliminating the
effects of these two tendencies from obtained
ratings.

Newcomb (1931} described a different kind
of rating error, logical error, wherein strong
relationships between intraindividual behav-
iors were “presumed to spring from logical
presuppositions in the minds of the raters”
(p. 288). The logical error bears a striking
resemblance to the contemporary idea of im-
plicit personality theory (Schneider, 1973).
Murray (1938) identified the contrast error,
which was described as a tendency of raters
to compare the ratees with themselves (the
raters). Finally, Stockford and Bissell (1949)
reported that the degree of correlation be-
fween traits seemed to vary as a function of
the physical distance between those traits on
the rating form itself and dubbed this prox-
imity error.

Of course, the most systematic attempt to
explore, define, and quantify various rating
errors was Guilford’s (1954) treatment of
rating scales in his classic Psychometric
Methods,
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These few brief paragraphs certainly do
not capture the richness of the literature de-
voted to rating criteria during the past three
quarters of a century.! They do, however,
sketch a historical context in which to appre-
ciate the state of the art as it currently exists.
The remainder of this article is devoted to a
detailed description of that state, as well as
to specific suggestions for alleviating some of
the confusion that currently characterizes it,

Conceptual and Operational Definitions
of Rating Criteria

The variety of conceptual and operational
definitions of rating criteria that can be
found in recent research literature is docu-
mented in this section. Specifically, these
definitions emerged from a review of more
than 20 articles that dealt either directly or
indirectly with rating errors or with other
indices of rating quality, published in the
Journal of Applied Psychology, Organizational
Behavior and Human Performance, or Per-
sonnel Psychology from 1975 through 1977,
Those articles, along with the criteria of rat-
ing quality examined in each (and the data
collection procedures used), are listed in
Table 1.

Halo

Conceptual definitions of halo are relatively
free of -the inconsistency that seems to char-
acterize the abstract definitions of some of

- the other rating criteria. Alternatively defined
as (a) a tendency to attend to a global im-
‘pression of each ratee rather than to care-
fully distinguish .among levels of different
. performance dimensions (Borman, 1975},
(b) a rater’s inability or unwillingness to

 distinguish among the dimensions of a given

ratee’s job behavior (DeCotiis, 1977), or (c)
a tendency to place a-given ratee at the same
level on different dimensions (Bernardin,
- 1977), -the halo effect is consistently con-
ceptualized -as a rater’s failure to discrimi-
nate among conceptually distinct and poten-
tially independent aspects of a ratee’s behavior.

Nisbett and Wilson (1977}, however, whase
research focused on the dynamics of the halo
effect, sounded a warning to those who might
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be lulled into a state of complacency by this
apparent conceptual consistency. Central to
their argument is the distinction between a
strong interpretation of halo and a weaker
interpretation. Briefly stated, a strong inter-
pretation implies that global evaluations ac-
tually alter more specific evaluations of par-
ticular performance dimensions for which the
rater has information fully sufficient to per-
mit independent assessment. A weaker inter-
pretation implies merely that a global evalua-
tion “might color presumptions about specific
traits or influence interpretation of the mean-
ing or affective value of ambiguous trait in-
formation” (p. 250; italics added for em-
phasis). The authors observed that the strong
interpretation of the halo effect, which is
consistent with Thorndike’s (1920) earliest
theorizing about the phenomenon, can only
be demonstrated through an experimental
approach (see, e.g., Johnson, 1963; Johnson
& Vidulich, 1956).

The literature review summarized in Table
1 revealed four different operational defini-
tions of the halo effect. One approach ex-
amines the intercorrelations among different
dimension ratings, using ratee scores (over
raters) for each dimension as data points
(Keaveny & McGann, 1975). Higher correla-
tions suggest less discrimination among dif-
ferent aspects of behavior and thus more halo.
A second approach, an extension of the first,
focuses on the results of a factor or principal-
component analysis of the dimension inter-
correlation matrix (Kraut, 1975; see, -also,
Blanz & Ghiselli, 1972): the fewer factors
or principal components that emerge, ‘the
greater the halo. Emergence of a single factor
or principal component that explains a siz-
able proportion of the rating variance consti-

1 Although concern with rating errors apparently
awaited the-turn of the century, the use of psycho-
logical rating- scales - did not. Although Galton is
commonly credited with introducing rating scales.as .
psychalogicdl :measuring devices {Garrett & Schneck,
1933), an interesting historical note by. Ellsori and
Ellson (1953) suggested that Robert Owen (who

‘founded the New Harmony Colony-in 1825) was

using “highly developed” psychological rating scales
to measure children’s capabilities “when Galton was
a child.”
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Table 1
Studies on the Quality of Rating Data

Quality criteria

Study  H L/S CT/RR IR/A Type of data matrix

Bernardin (1977) X X y X Rater X Dimension (15)
Bernardin, Alvares,

& Cranny (1976) X x y X Rater X Dimension (27)
Bernardin, LaShells, Smith,

& Alvares (1976) X X y X Rater X Dimension (20)
Bernardin & Walter (1977) X b y X Rater X Dimension (13)
Borman (1975) X X Rater X Dimension (6)
Borman (1977) X X X Rater X Ratee X Dimension
Borman & Dunnette (1975) X X X Rater X Ratee X Dimension (partial)
Cascio & Valenzi (1977) X X Rater X Ratee X Dimension (partial)
DeCotiis (1977) X X X X Rater X Ratee X Dimension
Dickinson & Tice (1977) b Rater X Ratee X Dimension (partial)
Finley, Osburn, Dubin, &

Jeanncret (1977) X X v be Rater X Ratee X Dimension (partial)
Friedman & Cornelius (1976) X X X Rater X Ratee X Dimension
Heneman, Schwab, Huett,

& Ford (1975) X X y X Rater X Ratee X Dimension
Keaveny & McGann (1975) X X b Rater X Dimension (4)

Kraut (1975) X Rater X Ratee X Dimension
Landy, Farr, Saal, & Freytag

(1976) X X X X Rater X Ratee X Dimension (partial)
Latham, Wexley, & Pursell

(1975) X Rater X Ratee X Dimension
Motowidlo & Borman (1977) X X X X Rater X Dimension (47)
Rizzo & Frank (1977) X Rater X Ratee X Dimension
Saal & Landy (1977) X X Rater X Ratee X Dimension (partial)
Schneier (1977) X X Rater X Ratee X Dimension (partial)
Zedeck, Kafry, & Jacobs

(1976) X X X Rater X Dimension

Note. H = halo; L/S = leniency or severity; CT/RR = central tendency or range restriction; IR/A
= interrater reliability or agreement. An x indicates that a study used a particular criterion of rating
quality. A y indicates that although the terms central tendency or range restrickion were not used, these
studies used a conceptually similar or identical criterion of rating quality and described it as discriminability,
discrimination across ralees, differentiotion among ratees, or variabilily of ratings. The number of separate
Rater X Dimension data matrices examined by the author(s) is given in parentheses. With the exceptions
of Landy, Farr, Saal, and Freytag (1976) and Motowidlo and Borman (1977), all of these studies compared
two or more rating scale formats (e.g., behaviorally anchored vs. graphic rating scales) or two or more
levels of some other treatment variable (e.g., rater training).

tutes the limiting case and reflects a maximal mates, indicates a greater halo effect. A fourth
halo effect. approach is based on a Rater X Ratee X Di-

A third approach concentrates on the vari- mension analysis of variance (anova) (Dick-
ance (or standard deviation) associated with inson & Tice, 1977; see, also, Guilford, 1954;
a particular rater’s ratings of a particular Stanley, 1961; Willingham & Jones, 1958).
ratee across all the performance dimensions Emergence of a statistically significant Rater
(Bernardin & Walter, 1977). Less dispersion X Ratee interaction, especially one that ex-
among the dimension ratings, evidenced by plains a sizable proportion of the rating vari-
smaller standard deviation or variance esti- ance, has been interpreted in the literature
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as a sign of halo, although Stanley and Will-
ingham and Jones indicated that this is some-
thing of an oversimplification,

Leniency or Severity

Conceptual definitions of leniency or sever-
ity in the articles reviewed included the fol-
lowing: (a) a tendency to assign a higher
or lower rating to an individual than is war-
ranted by that ratee’s behavior (Saal &
Landy, 1977); (b) a response set attributed
to “easy’ or ‘“hard-nosed” raters whose rat-
ings are consistently higher or lower than is
warranted, given some external criterion of
known true performance level (DeCotils,
1977); (c) a shift in mean ratings from the
midpoint of the rating scale in the favorable
or unfavorable direction (Bernardin, LaShells,
Smith, & Alvares, 1976; see, also, Sharon &
Bartlett, 1969); and (d) a rating level effect
(Borman, 1977), Although the notion that
ratings are consistently too high or too low
pervades each of these four conceptualizations,
their underlying assumptions are noticeably
different. The first two refer explicitly or im-
plicitly to a true performance score—an “eye-
of-God-reality” (Lumsden, 1976) to which
mortal psychologists must remain f{orever
blind. The third suggests that average per-
formance levels should coincide with rating
scale midpoints, an assumption employers
strive to invalidate with effective personnel
selection, placement, and training programs.
The fourth description, although free of ques-
tionable assumptions, may appear to be sterile
and uninformative.

The articles listed in Table 1 offered three
different operational definitions of leniency
or severity. By far the most popular approach
entails simple comparisons of average dimen-
sion ratings with the midpoint(s) of the rat-
ing scale(s) used (Bernardin, Alvares, &
Cranny, 1976). Mean dimension ratings that
exceed the midpoint are thought to reflect
leniency, whereas mean ratings below the mid-
point are thought to reflect severity. A sec-
ond and much less popular approach is based
on a Rater X Ratee X Dimension anova in
which a statistically significant rater main
effect, especially one that explains a sizable
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proportion of the rating variance, is inter-
preted as leniency or severity (Friedman &
Cornelius, 1976). A third approach, used even
more infrequently, examines the degree of
skewness that characterizes frequency distri-
butions of dimension ratings (Landy, Farr,
Saal, & Freytag, 1976), Significant negative
skewness is thought to reflect leniency,
whereas significant positive skewness is in-
terpreted as severity.

Central Tendency and Restriction of Range

A third rating error, often discussed along
with halo and leniency or severity in indus-
trial psychology textbooks (Landy & Trumbo,
1976; McCormick & Tiffin, 1974; Wexley &
Yukl, 1977; Zedeck & Blood, 1974), is cen-
tral tendency. Although DeCotiis (1977)
glibly defined central tendency as a rater’s
unwillingness to go out on the proverbial imb
in either the favorable or unfavorable direc-
tion, definitions of this particular criterion
of rating quality are limited almost exclusively
to textbook discussions. The term central
tendency appeared only rarely in the litera-
ture reviewed (Table 1), The texthook con-
ceptualizations are commonly more formal
statements of DeCotiis’s description, empha-
sizing raters’ reluctance to make extreme
judgments about other individuals.

Rather than discussing central tendency,
several of the articles listed in Table I ex-
amined restriction of range, a similar cri-
terion of rating quality, defined as the extent
to which obhtained ratings discriminate among
different ratees in terms of their respective
performance levels (Motowidlo & Borman,
1977; Schneier, 1977). Since performance
ratings that fail to adequately discriminate
among ratees surely do not expedite adminis-
trative decision making and have “a poten-
tially serious effect on attempts to establish
empirical validity for selection devices”
(Landy & Trumbo, 1976, p. 113), this is cer-
tainly a legitimate criterion of the quality
of ratings.

All would be well, were it not so tempting
to indiscriminately use the terms central
tendency and restriction of range (or dis-
criminability) as synonyms. This is not to
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say that they cannot be so used; it depends
on one'’s definition of central tendency.

Korman (1971), whose description is a
typical one, defined central tendency as “the
tendency to rate all rating objects around
the ‘middle’ or mean of a rating continuum
and not to use the extremes” (pp. 180-181).
If the mean or average rating coincides with
the middle or midpoint of the rating con-
tinuum (scale), there is no confusion. In this
case raters are apparently unwilling to make
extremely positive or negative judgments
about ratees, and this unwillingness results in
a restriction in the range of the obtained rat-
ings in the vicinity of the scale midpoint.
Unfortunately, the average rating often does
not coincide with the scale midpoint. (See
the earlier discussion of leniency and sever-
ity.) In such cases, in which the mean of the
ratings may be well above or below the mid-
dle of the scale, the ratings could be described
as being relatively free of central tendency,
at least according to one interpretation of
Korman’s definition. Restriction of range,
however, may persist. Range restriction
around a lenient or severe mean rating is no
less detrimental to administrative decision
making and establishing the empirical validity
of selection devices than is range restriction
around a mean rating that happens to coin-
cide with the midpoint of the rating scale.

It is therefore advisable to clearly distin-
guish between central tendency and range
restriction., Central tendency should be used
exclusively to describe situdations in which
ratings are clustered about the midpoint of
the rating scale, reflecting raters’ reluctance
to use either of the extreme ends of the con-
tinuum (following Korman’s, 1971, defini-
tion). Restriction of range can be used in
situations in which ratings are clustered
about any point on the rating continuum, be
it a favorable (lenient) point, an unfavorahle
(severe) point, or the midpoint (central ten-
dency) on the rating scale. Thus, central
tendency implies range restriction; but the
converse is not true, since range restriction
may reflect leniency, severity, or central
tendency.

The literature review (Table 1) revealed
several different operational definitions of
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central tendency and range restriction (or lack
of discriminability). The most common ap-
proach involves nothing more than calculat-
ing the standard deviation of the ratings as-
signed to all ratees on a particular perform-
ance dimension (Borman & Dunnette, 1975).
Smaller standard deviations reflect greater
range restriction. (Whether such range re-
striction represents leniency, severity, or cen-
tral tendency can only be determined by
examining the mean rating.) A second ap-
proach concentrates specifically on the prox-
imity of the mean dimension ratings to the
midpoint of the scale (DeCotiis, 1977; see,
also, Korman, 1971, and other textbooks in
industrial and organizational psychology). A
third approach focuses on the degree of
kurtosis, or peakedness, that characterizes
frequency distributions of dimension ratings
(Landy et al., 1976). A fourth approach is
based on a Rater X Ratee X Dimension
ANova in which the absence of a significant
ratee main effect is interpreted as a lack of
discriminability (Heneman, Schwab, Huett,
& Ford, 1975).

Only the second of these four approaches
concentrates specifically on central tendency,
as previously defined. The remaining three
operational definitions—standard deviations,
kurtosis (leptokurtosis), and aNova—reflect
only restriction of range and not necessarily
central tendency.

Several other rating errors have been de-
scribed in the recent rating literature, includ-
ing “similar-to-me” error, “first and last im-
pressions” error, and the ‘“contrast effect”
(Latham, Wexley, & Pursell, 1975). Since
these criteria have played a relatively minor
role in the study of rating behavior, however,
they are not examined in any further detail
in this article. Other more subjective cri-
teria of rating quality, including raters’ pref-
erences for particular rating scale formats,
as well as perceived relevance, difficulty, and
accuracy of ratings (DeCotliis, 1977; Fried-
man & Cornelius, 1976), are similarly ex-
cluded from further discussion here. This is
not meant to suggest that these other rating
errors and subjective criteria are unimportant
to the understanding and perhaps improve-
ment of rating behavior. They are excluded
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simply because the task of trying to eliminate
some of the inconsistency surrounding halo,
leniency and severity, and range restriction
constitutes a more-than-sufficient challenge to
the present authors,

Interrater Reliability or Agreement

In addition to the rating errors of halo,
leniency and severity, and range restriction,
the rating literature often uses a fourth cri-
terion of rating quality—interrater reliability
or agreement.? The justification for the use
of this criterion is straightforward. Ratings
are usually obtained primarily because other,
more objective (countable), indices of behav-
jor are unavailable. Thus, there are usually
no mote objective measures or criteria on
which to rely for the purpose of validating
the obtained ratings. The extent to which two
or more raters independently provide similar
ratings on given aspects of the same individ-
uals’ behaviors is therefore accepted as a
form of consensual validity or convergent
validity in the context of a multitrait-multi-
rater matrix (Lawler, 1967).

Several authors, however, have expressed
reservations regarding the status of interrater
reliability or agreement as a criterion of rat-
ing quality. Buckner (1959) offered data
suggesting that

high agreement among the ratings assigned the same
men by different raters does not necessarily imply
predictable or wvalid ratings, and that disagreement
among raters may be associated with predictability
and possibly validity. (p. 60)

Freeberg (1969) concurred that ‘“‘agreement
between individuals . . . is not at all a neces-
sary reflection of rater validity” (pp. 523-
524) and concluded that his evidence sup-
ported Wherry’s (Note 2) contention that
“the reliability of a rating scale tells us very
little about its value, since the apparent re-
liability may be due to bias rather than true
score” (p. 39), Data reported by Borman
(1975) suggest that successfully training
raters to avoid halo error also produces lower
interrater reliability and more accurate
(valid?) performance profiles. Finally, Lums-
den (1976), in a review of test theory litera-
ture, seriously (and sometimes not so seri-
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ously) questioned the use of reliability as a
criterion of measurement quality and was
extremely uncomplimentary toward the con-
cept of a true score.

Five different operational definitions of
interrater reliability or agreement emerged
from the literature reviewed (Table 1). One
approach examines the standard deviations of
the ratings assigned to a particular ratee by
several raters for a given (single) dimension
of behavior (Bernardin, 1977). Smaller stan-
dard deviations for each of the individual
behavior dimensions reflect greater interrater
agreement, A second approach calculates cor-
relations between pairs of raters who evaluate
the same ratee on identical dimensions of
behavior (Bernardin, Alvares, & Cranny,
1976). Larger correlations suggest greater in-
terrater reliability, or convergent validity
(Lawler, 1967). A third approach is based on
the computation of intraclass correlation co-
efficients (Saal & Landy, 1977 see, also, Ebel,
1951; Shrout & Fleiss, 1979).

A fourth approach searches for a statis-
tically significant ratee main effect, especially
one that explains a sizable proportion of the
rating variance, in a Rater X Ratee X Di-
mension aNova (Friedman & Cornelius,
1976). This approach, of course, is identical
to one of the operational definitions of range
restriction cited previously. The presence of
a significant ratee main effect, then, can be
interpreted as both interrater agreement and
the absence of range restriction, whereas the
absence of a significant ratee main effect can
indicate both range restriction and a lack of
interrater agreement. A fifth approach to
quantifying interrater agreement checks for
the absence of a significant Rater X Ratee in-
teraction in a Rater X Ratee X Dimension
ANova (Heneman et al, 1975). Since the
presence of a statistically significant Rater X
Ratee interaction has been interpreted as halo
(Dickinson & Tice, 1977; Heneman et al,,
1975), we have here a second example of a
single statistical index that is used to opera-
tionally define two ostensibly different (at

2 See Shrout and Fleiss (1979) for a discussion of
the distinction between interrater reliability and
agreement,
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least at the conceptual level) psychometric
properties of ratings.

Schmidt and Hunter (1977) contributed a
sixth operational definition of interrater re-
liability to the literature. They stated that
the only appropriate reliability coefficient for
ratings used as criteria is the correlation
across a reasonable time interval between rat-
ings produced by different raters at Time 1
and Time 2. This strategy constitutes a spe-
cific modification of the correlational approach
to interrater reliability described in the pre-
ceding paragraph.

Methodological Discrepancies

An additional source of potential confusion
in the literature is the variety of different
types of research designs, or data collection
procedures, used by different researchers.
These different designs are characterized by
inherently limited capabilities for aggregating
and analyzing data; and although apparently
similar criterion indices can be derived, those
indices naturally reflect such limitations.

The ideal data collection strategy is a com-
plete Rater X Ratee X Dimension matrix, in
which all of the raters evaluate all of the
ratees on all of the behavior dimensions. Un-
fortunately, this strategy for collecting rating
data is seldom feasible, especially outside of
a rigorously controlled laboratory situation,
The most commonly reported design is a
partial Rater X Ratee X Dimension matrix,
in which some of the raters evaluate some of
the ratees on all of the dimensions (Borman
& Dunnette, 1975; Cascio & Valenzi, 1977).
(This design is sometimes reduced to a Ratee
% Dimension design, summed or collapsed
across raters). A third strategy for collect-
ing rating data is a Rater X Dimension de-
sign, in which many raters evaluate the same
ratee (Bernardin, 1977; Zedeck, Kafry, &
Jacobs, 1976). A fourth procedure is the
Ratee X Dimension design, in which each
ratee is evaluated by a different rater. In a
variation on this design, each rater evaluates
several ratees, but none of the ratees are eval-
uated by more than a single rater. (See Cron-
bach, Gleser, Nanda, & Rajaratnam, 1972,

F. SAAL, R, DOWNEY, AND M. LAHEY

for a more complete discussion of the effects
of design on such studies.)

Except for the complete Rater X Ratee X
Dimension design, each of these strategies
yields data that are inherently limited re-
garding possible analyses. For example, data
gathered according to a Rater X Dimension
design, the usual approach in students’ eval-
uations of their instructor’s performance in
the classroom, is simply incapable of yielding
any Rater X Ratee interaction (an index of
halo or interrater agreement) or any ratee
main effect (an index of range restriction or
interrater agreement).

In addition to using different data collec-
tion procedures, researchers assessing the
quality of rating data may have one of two
distinctly different purposes in mind. On the
one hand, the research may be designed to
estimate an absolute amount of rating error
inherent in a particular rating system, This
was typical of much of the earlier work
(Jurgensen, 1950). On the other hand, the
primary purpose of much of the more recent
research (Bernardin, 1977; Friedman & Cor-
nelius, 1976; Saal & Landy, 1977) has been
to assess the relative psychometric strengths
and weaknesses of two or more rating scale
formats or rating systems. Depending on the
purposes of the research, some of the opera-
tional definitions of rating quality, as well as
some of the data collection procedures, will
be more appropriate than others.

Implications of Different Operational
Definitions of Rating Quality Criteria:
Summary of an Empirical Study

Downey, Lahey, and Saal (Note 3) asked
police sergeants to evaluate the job perform-
ance of their subordinates using two different
rating scale formats (graphic rating scales
and mixed standard rating scales) for the
purpose of answering the following question:
In the context of an empirical comparison of
the psychometric qualities of ratings obtained
using two different rating scale formats, can
the use of particular operational definitions
of the rating criteria affect the conclusions
drawn?
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Table 2

Summary of Rating Scale Format Comparisons Based on Different Operational

Definitions of Rating Quality Criteria

Rating criterion

Psychometrically

Operational definition superior format®

Halo
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Leniency or severity

Central tendency or range restriction

Interrater reliability or agreement®

Dimension intercorrelations GRS
Principal-component analysis No difference
Standard deviations MSSh
Rater X Ratee interaction MSS
Mean dimension ratings MSS
Rater main effect MSS
Skewness GRS
Mean dimension ratings GRS
Standard deviations GRS
Kurtosis No difference
Ratee main effect GRS
Standard deviations GRS
Pearson product-moment GRS
correlations

Intraclass correlations GRS
Ratee main effect GRS
Rater X Ratee interaction MSS

Note. GRS = graphic rating scales; MSS = mixed standard rating scales. (Adapted from ‘‘Quantification
of rating errors: Madness in our methods' by R. G. Downey, M. A, Lahey, & F. E. Saal, Note 3. Adapted
by permission. Detailed analyses and interpretations appear in that report.)

s In some cases superiority was determined statistically, whereas in others more subjective (and perhaps

practical) judgmental criteria were used.

b Substantial interrater differences emerged on this criterion.
¢ The general consistency that seems to characterize these findings evaporates when ratings on individual

behavior dimensions are examined.

The results of this study are summarized
in Table 2.2 Different operational definitions
of rating quality criteria did in fact suggest
that conclusions regarding the relative psy-
chometric superiority of graphic or mixed
standard ratings are not entirely consistent.
Particularly with respect to halo, leniency
and severity, and interrater agreement, reli-
anhce on one operational definition produced
results diametrically opposed to those that
would have emerged with a different quanti-
fication strategy.

Since the choice of operational definitions
of the psychometric qualities of rating data
can actually determine the results of such a
comparative study, that choice must be some-
thing more than an arbitrary exercise gov-
erned mote or less by convenience, The final
sections of this article facilitate conceptual
and operational definition of criteria for gaug-
ing the psychometric properties of rating scale
data and highlight the relative strengths and

weaknesses of alternative data collection strat-
egies (research designs).

Summary of Operational Definitions

To clarify the various types of rating errors
and quality criteria that are found in the
literature and discussed in the preceding sec-
tions of this article, we have standardized the
notation. Table 3 consists of a Rater X Ratee
matrix of hypothetical ratings on behavior
dimension d. Each of the operational defini-
tions of leniency and severity, halo, central
tendency and range restriction, and interrater
reliability and agreement is presented, using
the notation of Table 3.

3 Details of this study can be obtained on request
from Ronald G. Downey or Frank E. Saal.
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Table 3
Rater X Ralee Mairix for Dimension d
Rater
Ratee 1 2 3 7 Mean Variance
1 X1a X2 Xiza Xija M S:l\q_d
2 Xaud Xa2a Xiza Xojd My a Sir._,(d
3 Xara Xz Kz Xija Maa S
i Xiw XNizg XNisa Xia Mia %
Mean 11.’[ 1d AII[)_ 24 ﬂl’ 3d A/'.['jd JV_,(I }il.,a
Variance S% Sx S . Sk Siria o

Nole. Subscript dot indicates summing over that factor.

Leniency and Severity

1. Mean dimension rating:
M ao=M.qg=M;a
2. Rater main effect (for each dimension}):

MS (Raters)
MS (Raters X Ratees)

3. Skewness (of dimension ratings): (a)
skewness of all X, scores (includes every
rater—ratee combination), (b) skewness of the
X ;.4 scores {focuses on ratees’ ratings across
raters), and (c) skewness of the X ;, scores
(focuses on raters’ ratings across ratees).

Halo

4, Dimension intercorrelations: 7x,,, x, 4
(ylelds a d X d correlation matrix), where &’
is another dimension from among the d total
behavior dimensions.

5. Factor analysis, or principal-component
analysis, of the d X d correlation matrix re-
ferred to in paragraph 4.

6. Rater X Ratee interaction:

MS (Raters X Ratees)
MS (Raters X Ratees X Dimensions)

7. Varilance of the dimension ratings for
each rater-ratee combination: sy, .

Central Tendency and Range Restriction

8. Mean dimension rating: same as para-
graph 1,

9. Absence of a ratee main effect (for each
dimension) ;
MS (Ratees)

MS (Raters X Ratees)

10. Variance of ratings assigned to all
ratees on single performance dimensions: (a)
s% 5 which includes all Xyjq scores; and (b)
$a;.0» Wwhich focuses on ratees’ average ratings
across raters.

11, Kurtosis (of dimension ratings): (a)
kurtosis of all X,;,scores (includes every rater—
ratee combination), (b) kurtosis of the X4
scores (focuses on ratees’ ratings across raters),
and (c) kurtosis of the X ;4 scores (focuses on
raters’ ratings across ratees).

Interraler Reliability and Agreement

12, Rater intercorrelations: rx,,,, x,;.,, for
all possible combinations of raters, yielding a
7 X j correlation matrix. (Average correla-
tions, based on Fisher's r to # transformation,
over all possible rater combinations are often
reported.)

13. Ratee main effect; see paragraph 9.

14, Absence of a Rater X Ratee inter-
action; see paragraph 6.

15. Intraclass correlations:

MS (Ratees) — M.S (Raters X Ratees)
MS (Ratees)+ (j—1) MS (Raters X Ratees) ’

which reflects the reliability of a single rater’s
ratings.

MS (Ratees) — M.S (Raters X Ratees)
MS (Ratees) ’
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which reflects the reliability of the average of
several raters’ ratings.

16. Variance of ratings assigned to indi-
vidual ratees on single performance or behavior
dimensions: s%, ,.

Comment

Although the implications and constraints
of these strategies for quantifying rating er-
rors are examined in the next section of this
article, a particularly salient observation is
in order here. Textbooks in industrial and
organizational psychology commonly discuss
rating errors in terms of an individual rater’s
behaviors; however, all of the quantification
methods previously described, save two (para-
graphs 3c and 7), rely on an aggregate of
several raters’ data to reveal the amount
of rating error present. The conceptual prob-
lems discussed earlier are not surprising, given
this lack of congruency between conceptual-
ization and quantification.

Typology of Rating Quality Criteria
and Some Design Issues

Each of the various criteria of rating qual-
ity outlined in the previous section can be
classified under one of three major head-
ings: (a) level effects, based on mean values;
- (b) dispersion effects, based on standard de-
viation, variance, or kurtosis values; and (c)
-midtivariate effects, based on measures of co-
variation for two or more behavior dimen-
-sions, Many of the difficulties associated with

comparing the results of different methods for .

quantifying rating criteria are a function of
the failure to carefully distinguish among the
different kinds of information that the vari-
ous methods afford.

For example, if we are concerned with the
leniency or severity associated with a rating
system, we can compute the overall (grand)
mean of the ratings—a level effect. If the
mean approximates the midpoint of the scale
~used, one may be tempted to conclude.that
~no leniency or severity is present. Conversely,

one might, with the same set of data, test
for a rater main effect by examining the ratio
of two variances (mean squares)-—a disper-
sion effect—and conclude on the basis of a
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statistically significant F ratio that leniency
or severity is present. Note that both out-
comes can result from the same set of rating
data.

If one subset of raters gives consistently
high ratings, whereas another subset gives
consistently low ratings, the overall effect is
a grand mean at approximately the midpoint
of the scale. Such relatively consistent subset
behavior, however, would likely yield a sta-
tistically significant rater main effect, It would
not be surprising if the luxury of such statis-
tical significance persuaded the researcher to
choose the rater main effect as the better
overall index of the presence (or absence) of
leniency or severity. Of course, a significant
rater main effect does not necessarily preclude
the possibility that all raters were using rela-
tively high or lew scale values. The simple
fact is that these two indices reflect different
properties of the rating data; one focuses on
the average level of the ratings, whereas the
other highlights the relative dispersion in-
herent in those ratings.

A comparable distinction between level and
dispersion is central to the difference between
central tendency and range restriction. The
grand mean used to quantify leniency and
severity is also descriptive of central ten-
dency; a level effect is emphasized. Ratee
main effects, on the other hand, reflect a con-
cern with relative variances, or mean squares
—a dispersion effect. Once -again, informa-
tion pertaining to both level and dispersion is
necessary if valid conclusions are to be drawn.

Reliability, which can be understood as the
degree. of dispersion in ratee scores relative

‘to the degree of dispersion in rater scores

(over each rater), bears a conceptual and
quantitative similarity to range restriction.
(See the preceding section.) Reliability is
often operationally defined in terms of an
intraclass correlation; yet, Shrout and Fleiss
(1979) demonstrated that there are at least
six different -forms of - the intraclass correla-
tion, depending on the assumptions in force.
The issues raised by Shrout and Fleiss are
particularly germane to this discussion, since
they reflect a concern with the different types
of analyses available, with the consequences
of making different assumptions, and with
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the implications of estimating reliability for
one rater or for more than one rater. Once
again, the decision to consider all or part of
the available information is a crucial one.

Finally, halo is an index of multivariate
effects across dimensions. Both the correla-
tional and the factor (principal-component)
analysis approaches seem to directly reflect
this concept.

The Rater X Ratee X Dimension ANOvA
approach, however, presents some logical (as
well as analytical) problems. The major dif-
ficulty is that one must assume that exactly
what one has stated is #ot true to conduct
and interpret the analysis—that the dimen-
sions are not conceptually independent but
are merely different levels of the same factor
or treatment variable. Ordinarily, raters eval-
uate several performance dimensions precisely
because these dimensions are deemed to be
qualitatively different aspects of performance
or behavior. The anova approach, however,
implies that the different dimensions reflect
a single construct or concept. The situation
is analogous to treating height and weight as
measures of the same dependent variable—
perhaps size. Clearly, conceptual precision is
not maximized.

The rating errors described are easily cal-
culated when all of the raters have evaluated
all of the ratees on all of the dimensions—a
full design. Similar indices can be computed
for partial designs, in which blocks of raters
rate some but not all of the ratees on all the
dimensions—ratees are nested under raters.
ANOVA techniques may still be used (see Cron-
bach et al., 1972); a major difficulty, how-
ever, i1s insuring the comparability of the
rater-ratee blocks, since such blocks (nests)
can be confounded with other effects. The
emergence of variance over each rater and
each ratee renders the common methods for
quantifying errors applicable.

What happens if we have neither a full nor
a partial design, as when multiple raters eval-
uate a single ratee on several dimensions
(e.g., students’ ratings of their teacher)? The
most popular procedures have involved (a)
computation of dispersion values, either across
raters (reliability) or across dimensions for
each rater-ratee combination (halo); or (b)
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examination of a level effect (leniency or
severity). The obvious weakness of these ap-
proaches is that they are incapable of separat-
ing ratee effects from rating error effects. If
we turn first to the level effect, what are the
implications of a high grand mean value
across raters? Is this a case of blatant leni-
ency, or are we merely dealing with an ex-
ceptional ratee? If two or more rating methods
or systems are being compared, the same
problem persists, since ratee effects are hope-
lessly confounded with method differences.

Examination of dispersion effects reveals
similar difficulties, Little variance among a
group of raters who evaluate a single ratee
might indicate convergence of views (reliabil-
ity), central tendency, leniency, severity, or
an idiosyncratic quality of the ratee’s behav-
ior. Similarly, little variance across dimensions
for a given rater-ratee combination is also
ambiguous. If the ratee is a uniformly high-
or low-performing individual, such a small
variance value could point to the presence of
halo when, in fact, the ratee is the consistent
factor.

The most common methods for quantifying
rating errors for single-ratee designs are seri-
ously flawed. It appears therefore that re-
search results based on such a design are
potentially misleading and must be inter-
preted with extreme caution.

We have suggested that the quality of rat-
ing data can be assessed on the basis of three
types of criteria—level effects, dispersion
effects, and multivariate effects—and we have
cautioned that unambiguous quantification of
these effects requires multiple raters, ratees,
and dimensions, The final section of this ar-
ticle describes a standard analytical approach
to the quantification of these effects—a Rater
X Ratee multivariate analysis of variance
(MaNova) using behavior dimensions as mul-
tiple dependent variables.

MANOVA Approach to the Typology of
Rating Quality Criteria

The contradictions inherent in a Rater X
Ratee X Dimension univariate aNova (see
the previous discussion) suggest the potential
usefulness of a Rater X Ratee mMaNova, us-
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ing the behavior dimensions as multiple de-
pendent variables, for quantifying the three
major kinds of effects that comprise our ty-
pology of rating quality criteria. In addition
to eliminating those contradictions, such an
approach has the added benefit of simulta-
neously assessing level, dispersion, and multi-
variate effects.

One other departure from the traditional
treatment of rating errors is an emphasis on
the desirable characteristics of a rating sys-
tem, Rating errors (the terminology itself is
significant) have historically been defined in
terms of particular undesirable rater behav-
iors, such as raters avoiding the midpoint of
the scale (leniency or severity), restricting
themselves to the midpoint of the scale (cen-
tral tendency), or failing to discriminate
among different aspects of behavior (halo).
This tendency to attribute the outcome to
rater behavior fails to properly acknowledge
the relationships between and among raters,
ratees, methods, traits, times, and so on, and
their individual, collective, and interactive ef-
fects on the outcome (Landy & Farr, 1980).

For example, when a rating system produces
a set of ratings that cluster about a point
above the midpoint of the scale, we com-
monly label this leniency and attribute it to
raters’ misguided behaviors, Equally plausible
explanations, however, are a rating scale that
has a psychological midpoint that differs from
the numerical midpoint (e.g., four negative
anchors and only one positive anchor) or a
group of ratees who are superior with respect
to the dimension under consideration (e.g.,
strength for a group of weight lifters). The
tendency to attribute this leniency to raters’
misconduct tends to obscure these other pos-
sibilities, It is therefore advisable to define
and emphasize the potentially desirable char-
acteristics of a rating system; identification
of the dynamics underlying a failure to
achieve a certain characteristic should be a
separate process. This approach reflects the
ideas of Cronbach et al. (1972}, who acknowl-
edged the interdependence of each character-
istic and the importance of interpreting the
entire data set as a whole in their discussion
of the theory of generalizability.
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The following section summarizes the use-
fulness of a Mawova apptroach for gauging
the extent to which a set of rating data re-
flects desirable level, dispersion, and multi-
variate effects.

Level of Mean Rating

Rating systems should ideally yield mean
values that approximate the midpoint of the
rating scale, to maximize the potential rating
variance. In addition, difficulties of interpreta-
tion arise when the effects of rating proce-
dures, raters, ratees, or selected dimensions
produce an overall (grand) mean that is sub-
stantially displaced from the numeric midpoint
of the scale used. Any of the factors already
mentioned, alone or in combination, can be
responsible for such a displacement—a highly
select group of ratees, lenient raters, or poor
scaling procedures could produce a mean rat-
ing displaced in the positive direction.

Ratee Dispersion

Rating systems should adequately distin-
guish among ratees. Such discrimination
would be reflected by the emergence of a
significant ratee main effect. To {facilitate
comparisons among different research studies,
intraclass correlations can be computed as
an index of interrater reliability; this ap-
proach is analogous to a variance component
analysis (see Shrout & Fleiss, 1979). In the
traditional jargon, a significant ratee main
effect suggests the absence of range restriction.

Rater Dispersion

Raters’ average ratings, calculated over
ratees, should be similar when their ratings
are based on the same set or subset of ratees,
which is indicated by the absence of a sig-
nificant rater main effect, The results of dif-
ferent studies might be compared by cal-
culating Pearson product-moment correlations
for pairs of ratees and by obtaining average
correlations through the use of Fisher’s 7 to
z transformation.
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Multivariate Effect

Ratings should generally be assigned to a
group of ratees so that those ratees are rank
ordered differently on the different dimensions
of behavior. In the MaNova, such ratee differ-
entiation would be reflected by a larger num-
ber of latent roots. In the traditional termi-
nology, a greater number of latent roots
suggests less halo. (All of these rating char-
acteristics can be assessed in a similar manner,
given a partial design in which some of the
raters evaluate some of the ratees on all the
dimensions. A Rater X Ratee X Group
MaNova, in which a group would consist of
all raters who evaluate the same subset of
ratees, would be appropriate. See Winer, 1971,
p. 366, for the basic design.)

Concluding Remarks

Ellson and Ellson (1953) remarked that
ratings have been with us for a long time,
Considering the complexity of contemporary
human behavior and the inability of objective
measures to capture the richness of that be-
havior, there can be little doubt that ratings
will continue to play a major role in both
theoretical and applied psychological research
for many years to come. It is therefore im-
perative that psychologists pursue research
that is designed to maximize the desirable
psychometric characteristics of ratings and
to minimize or
characteristics.

Implicit in this charge to -psychology is a
demand for conceptual and operational clar-
ity in the description of the various rating
characteristics. No longer can we be “fuzzy”

in our definition of leniency, for example, and

then proceed to quantify the phenomenon
with three different, noninterchangeable tech-
niques. No longer can we define halo in
terms of a particular rater’s behavior and
then proceed to quantify the phenomenon by
aggregating data collected from a group of
raters. No longer can we ignore the limita-
tions with respect to aggregating and analyz-
ing data that are inherent in some of the
commonly used data collection designs (such
as the single-ratee design).

eliminate the undesirable
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The multivariate approach to evaluating
the characteristics of ratings that is suggested
in this article, along with the revised typol-
ogy of rating characteristics, represents an
attempt to circumvent some of the problems
that have traditionally plagued rating re-
search. It is hoped that the increased pre-
cision at both the conceptual and operational
levels that is available through this approach
will facilitate psychology’s quest for a better
understanding of the complex phenomena of
rating behavior, Failure to pursue alternative
approaches such as this will surely sentence
rating research to many more years of incon-
sistency and confusion.
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