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Causal inference on human behaviour

Drew H. Bailey    1 , Alexander J. Jung    2, Adriene M. Beltz    3, 

Markus I. Eronen    4, Christian Gische5, Ellen L. Hamaker6, 

Konrad P. Kording    7,8, Catherine Lebel    9,10, Martin A. Lindquist11, 

Julia Moeller12, Adeel Razi    13,14,15,16, Julia M. Rohrer    17, Baobao Zhang    18 & 

Kou Murayama    2,19

Making causal inferences regarding human behaviour is di�cult given 

the complex interplay between countless contributors to behaviour, 

including factors in the external world and our internal states. We provide 

a non-technical conceptual overview of challenges and opportunities 

for causal inference on human behaviour. The challenges include our 

ambiguous causal language and thinking, statistical under- or over-control, 

e�ect heterogeneity, interference, timescales of e�ects and complex 

treatments. We explain how methods optimized for addressing one of these 

challenges frequently exacerbate other problems. We thus argue that clearly 

speci�ed research questions are key to improving causal inference from 

data. We suggest a triangulation approach that compares causal estimates 

from (quasi-)experimental research with causal estimates generated from 

observational data and theoretical assumptions. This approach allows a 

systematic investigation of theoretical and methodological factors that 

might lead estimates to converge or diverge across studies.

Many human behaviours and experiences are difficult or impossible 

to manipulate in controlled settings, and yet their underlying causal 

mechanisms are at the heart of research questions in several fields, 

such as economics1, epidemiology2, political science3,4, psychology 

and neuroscience5–8, and sociology9,10. Advances in the study of causal 

inference have increased the potential for causally informative analyses 

from observational data of human behaviour1,2,11,12. Combining these 

with technological advances that have made longitudinal data more 

available13 holds great potential for behavioural research.

In this Review, we bring together perspectives from a variety of 

fields. We describe issues of causal interpretation that are common to 

these disciplines, as well as available approaches to address them, with 

the aim of providing a non-technical, integrative conceptual overview 

(a glossary of key terms is provided in Box 1). Although many issues we 

discuss (such as lack of specificity in language) apply to causal inference 

in general, we focus on longitudinal data because scholars have made 

many exciting methodological advances in their analysis that may 

provide partial solutions. Even with longitudinal data, inferring causal-

ity is difficult—perhaps even more so than researchers imagine. In this 

Review, we hope to provide a potential future road map for researchers 

seeking to answer causal questions pertaining to human behaviour. 

We identify key challenges to causal inference on human behaviour 
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Let us start with the kinds of questions we hear every day in scien-

tific settings and in our daily lives:

 (1) ‘Why are some people happier than others?’

 (2) ‘Does happiness predict a person’s later health status?’

 (3) ‘What are the economic returns to completing an additional 

year of schooling?’

The ease with which these questions can be mapped onto 

well-defined causal effects varies. Question 1 is a natural and perhaps 

useful starting place. However, although it is unambiguously causal, 

it specifies no cause at all, resulting in a ‘reverse’ causal question15 

that cannot be directly addressed with methods intended to address 

forward causal inferences (what is the effect of X on Y?). Such a ‘why’ 

question is also sometimes called a ‘backward causal question’, because 

it starts with the effect and asks for a cause. Question 2 is framed as a 

statistical, not a causal, problem (does X predict Y?). The answer could 

be used for actuarial purposes when trying to forecast future health 

status or to select people for training or intervention. Only question 

3 is both specific and (unambiguously) causal: the cause and effect of 

interest are reasonably clear.

Which question we ask has implications for data collection and 

analysis. A researcher interested in question 1 might be best served by 

conducting a literature review or, if there is little prior work, pursuing 

an exploratory line of research. A researcher interested in question 2 

would not need to worry about confounding because the question is 

concerned only with prediction without further qualification; addi-

tional variables would be of interest only to improve the predictive 

accuracy of the model. But researchers often still attempt to control 

for third variables as confounders, which highlights the fact that such 

analyses are often associated with an underlying causal question, even 

if it is not explicated—a source of substantial confusion16–18.

Under-control
Even clearly specified questions like question 3 do not guarantee clear 

causal answers. A researcher attempting to estimate the effect of hap-

piness on health by statistically controlling for potential confound-

ers (that influence both earlier happiness and later health) will have 

a difficult time convincing a reasonable sceptic. A positive estimate, 

a sceptic might argue, is plausibly still confounded by unmeasured 

common causes (for example, existing health conditions19). Omit-

ted confounders are a problem for causal inference approaches that 

and provide tentative solutions for single challenges. Boxes 2–8 sum-

marize each identified challenge, point to challenge-specific solutions 

and suggest literature for further reading. We further suggest how to 

deal with imperfect causal effect estimates in a more general manner.

Major challenges
Failing to ask appropriately specific research questions
It may sound obvious that causal inference can succeed only if we 

specify the causal effect of interest. However, an underappreciated 

reason why a large number of research questions have not yet been 

addressed using recent advances in the tools and language of causal 

inference is that researchers are often unclear (even to themselves) 

about what question their analysis is attempting to answer—specifically, 

whether the researchers are interested in estimating a causal effect at 

all. Although in some fields the default answer may be a clear ‘yes’ (for 

example, in economics14), researchers in other fields (for example, 

psychology) may show less consensus on this question.

BOX 1

Glossary of key terms

Treatment or intervention (synonyms): Any deliberate change 
made to one or more variables in a model (often with the goal of 
uncovering causal e�ects).

(Randomized) experiment: A controlled study in which the 
treatment is allocated to the participants at random.

Quasi-experiment: A study in which naturally occurring events 
determine who receives a treatment (for example, country of birth 
or school of participants’ choice).

Observational study: A non-experimental study (that is, one in 
which no random perturbations are given) that records naturally 
occurring phenomena.

Causal e�ect: The hypothetical di�erence in a variable Y given 
di�erent conditions of an intervention X for a population (average 
causal e�ect), a part of a population (conditional causal e�ect) or a 
person (individual causal e�ect).

Estimand: The quantity (for example, a parameter) representing the 
(causal) e�ect of interest in a statistical analysis.

Estimate: The statistically estimated or calculated value derived 
from data to approximate the true value of an estimand.

Directed acyclic graph (DAG): A visual representation of the causal 
assumptions of a theory or model. Nodes in a DAG correspond to 
variables and are either connected by directed edges (indicating 
a causal influence) or not (indicating the absence of a causal 
influence). DAGs help to clarify whether possible covariates serve as 
mediators, confounders or colliders.

Mediator: If a treatment X causally influences M and M causally 
influences the outcome Y, then M is the mediator of the treatment. 
Whereas conditioning on M biases the estimate of the total e�ect, 
it might be necessary to condition on mediators when one is 
interested in estimating which path or mechanism is the reason for 
a causal e�ect.

Confounder: If a variable C causally impacts both the treatment X 
and the outcome Y, then C is a confounder for the treatment e�ect. 
Not conditioning the treatment e�ect on C biases the estimate.

Collider: If both the treatment X and the outcome Y causally 
influence a variable C, then C is a collider. Conditioning the 
treatment e�ect on C biases the estimate.

BOX 2

Asking appropriately speci�c 
research questions

Unspecific research questions impede selecting the optimal design, 
models and techniques to answer them.

Tentative solutions

 • Clarify the research question: do you attempt to estimate causal 
e�ects, and, if so, which kinds of e�ects?

 • Can the question be answered by the data at hand?
 • Can the estimate be bounded within a range of plausible values 
under realistic assumptions?

Literature suggestions

 • Gelman and Imbens15

 • Hamaker et al.64

 • Hernán18

 • Hernán and Robins2

 • Lundberg et al.65

http://www.nature.com/nathumbehav
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rely on third-variable adjustment (as opposed to well-implemented 

design-based approaches1). In the study of human behaviour, individu-

als may anticipate what they expect to happen, and many behaviours or 

emotional reactions20 precede the anticipated events. For longitudinal 

research on causal mechanisms affecting human behaviour, anticipated 

events may confound prospective associations between psychological 

variables such as happiness and subsequent outcomes.

One may argue that, as long as researchers control for ‘major’ 

sources of confounding, they can obtain relatively accurate causal esti-

mates. In principle, for some types of data and some kinds of research 

questions, major confounders may be limited in number, but we sus-

pect that this is rarely the case for observational studies of human 

behaviour, as it is often complex and influenced by numerous factors. 

At the least, there is no way to prove that all sources of confounding 

have been controlled for. There have been attempts to identify most 

relevant confounders using a robustness check approach21; however, 

measured confounders are often limited by design. As can be seen 

in various formulas that quantify the bias due to multiple omitted 

confounders22, the cumulative impact of those omitted confounders 

(including their higher-order interactive effects) could indeed rarely 

be ignorable. This may explain some of the widespread contradictions 

between findings from experimental and observational studies across 

fields5,23,24.

In addition, even when confounders are known, the quality of 

their measurement can limit causal inferences. For example, when 

health recommendations change, the associations between behav-

iours labelled as potentially harmful or helpful (for example, vitamin 

consumption) and other health-related behaviours (for example, 

smoking) and outcomes (for example, heart health) sometimes change 

as well, which suggests that more health-conscious individuals are 

more likely to respond to health recommendations25. But statistically 

controlling for measures of demographics, socio-economic status 

and other health-related behaviours is not sufficient to eliminate 

the time-varying association between labelled behaviours and 

health-related outcomes. This suggests that ‘health-consciousness’ 

cannot be sufficiently captured by these measures—and thus, we can-

not fully adjust for them.

Finally, even if researchers include sufficient measures of the 

right confounders, causal estimates can still be biased if the model is 

misspecified—for example, if it fails to account for measurement error 

or inadequately captures the function through which changes in the 

confounder affect the causal variable of interest and the outcome26.

BOX 3

Under-control

Confounders bias the estimate of causal e�ects if not adequately 
controlled for. If a variable C (confounder) is known to cause both 
X and Y, then the estimate of the causal e�ect of X on Y will be 
biased if C is not adequately controlled for. Unknown or unobserved 
confounders (depicted as U) are a main threat to valid causal 
inference.
Example: The estimated e�ect of years of schooling (X) on earnings 
(Y) may be upwardly biased if childhood human capital (C) is not 
ruled out by the design or analysis.

Tentative solutions

 • Clarify the causal model before data collection to assess 
potential confounders.

 • Measure as many confounders as possible and adequately adjust 
for them when estimating the causal e�ect.

 • Actively discuss assumptions under which your estimate 
approximates a causal e�ect.

 • Consider a design-based solution or methods that control for 
unobserved confounders.

Literature suggestions

 • Angrist and Pischke48

 • Cinelli and Hazlett22

 • Cinelli et al.30

 • Pearl et al.100

 • Rohrer7

 • Usami et al.84

X

U

Y

C

BOX 4

Over-control
Controlling for colliders biases the estimate of the causal e�ect. 
For example, if X and Y both cause another variable C (collider), 
conditioning on C biases the estimate of the causal e�ect of X on Y 
(even if X and Y are unconditionally independent).

If the causal estimand is a total e�ect, controlling for mediators 
biases the estimate. For example, if the e�ect of X on Y is mediated 
by M, conditioning on M biases the estimate of the total e�ect of X 
on Y.
Example: The estimated e�ect of years of schooling (X) on earnings 
(Y) may be downwardly biased if adult neighbourhood (C) or 
post-schooling occupation (M) is statistically controlled.

Tentative solutions

 • Clarify the causal model to decide which variables (not) to 
control for.

 • Do not merely control for all covariates in your dataset.
 • Actively discuss assumptions under which your estimate 
approximates a causal e�ect.

Literature suggestions

 • Achen101

 • Cinelli et al.30

 • Elwert and Winship32

 • Greenland et al.27

 • Hoyle et al.29

 • Wysocki et al.31

http://www.nature.com/nathumbehav
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Over-control
A different sceptic might argue that a reported smaller-than-expected 

estimate of the effect of earlier happiness on later health has resulted 

from statistical over-control. Over-control happens when researchers 

(wrongly) control for the variables that are the causal consequence 

of the causal variable of interest, resulting in post-treatment bias27–29. 

Post-treatment bias can arise from conditioning on mediators (vari-

ables caused by the causal variable of interest that affect the outcome 

of interest) or colliders (variables influenced by the causal variable of 

interest and the outcome).

Using the previous example of the causal effect of happiness on 

health, imagine that a researcher controlled for sleep quality (assessed 

at the same time as happiness). Statistical control for sleep quality may 

reduce the estimated effect of happiness on health. But if happiness truly 

causally influences sleep quality, which in turn influences health (rather 

than sleep quality influencing both happiness and health), the researcher 

has controlled for a mediator—a pathway through which happiness might 

affect health. Thus, they underestimate the true effect of happiness on 

health. The issue is further complicated because sleep quality may also 

be a confounder that affects both happiness and health; thus, if we do not 

adjust for it, we may overestimate the true effect of happiness on health. 

It is thus unclear whether it is a ‘good’ or ‘bad’ control5,30,31 because of 

uncertainty about the causal order of variables: plausibly, sleep quality 

is both a confounder and a mediator and thus cannot be used to recover 

the effect of happiness on health without additional information.

Furthermore, if the researcher controls for a factor plausibly influ-

enced by both health and happiness, this may result in collider bias32. 

Such ‘control’ can even occur without explicit statistical control if the 

sample is selective. If both happiness and health make it more likely that 

an individual participates in the study, study participation becomes a 

collider. In such a scenario, even if happiness causally affects health, 

one may fail to detect such an effect or underestimate its magnitude.

A well-known real-world example of collider bias comes from 

research using administrative data from police stops to estimate the 

magnitude of racial discrimination in police officers’ use of force. 

These studies are based on the following logic. If officers are more 

likely to use force in otherwise similar situations (with regard to 

suspect behaviour) on members of one group than on members of 

another, this would be a sign of discrimination. Discriminatory use 

of force implies a causal effect of the suspect’s perceived race (X) 

on the use of force (Y) that is not mediated via suspect behaviour 

(M). However, in reality, perceived race directly influences officers’ 

decisions to stop suspects in the first place. Being stopped is thus a 

collider, influenced by both perceived race (X) and criminal activity 

(M). Members of the racial group discriminated against may thus be 

on average less likely to be engaged in criminal activity when they are 

stopped. Paradoxically, in the presence of discriminatory stopping but 

not discriminatory use of force, we might expect a lower rate of use of 

force against the group stopped more, conditional on being stopped. 

Thus, relying on data from stops alone to attempt to adjust for suspect 

behaviour may lead us to underestimate racial discrimination in police 

officers’ use of force33.

Effect heterogeneity
Many popular causal inference techniques from observational data 

are useful for estimating the average causal effect. A focus on average 

causal effects is convenient because they provide a simple summary of 

causal effects, averaged across time and individuals within a sample; 

and under certain circumstances, which need to be tested, they allow 

for generalizations to the population. Furthermore, averaging can be 

useful to estimate causal effects, because counterfactuals for a specific 

individual cannot be directly observed. However, people are unique 

and change over time34,35, and such heterogeneity is easily overlooked 

if only a single average treatment effect is examined. A failure to appro-

priately model the heterogeneity of causal effects across covariates, 

across individuals or across time can even lead to biased estimates 

of an average causal effect under some reasonable conditions36–38, 

particularly in the absence of a randomized experiment.

A practical implication of effect heterogeneity is that it makes the 

interpretation of a new finding that conflicts with the previous litera-

ture challenging. In the absence of a strong causal design, researchers 

cannot tell whether the unexpected finding originates from bias (a 

lack of internal validity), heterogeneity of the causal effect of interest 

(a lack of external validity) or random variation. Consider a hypotheti-

cal finding where, among individuals with a severe medical diagnosis, 

optimism is more strongly predictive of subsequent mortality than in 

other populations. A possible explanation for this finding is that the 

causal effect of optimism is moderated by one’s condition, such that it 

is particularly important to stay positive when one’s health is compro-

mised. Another is that there is no such differential effect of optimism on 

health in this population, but rather unmeasured prognostic details in 

the patient population affect both current levels of optimism and later 

mortality. The theoretical underdetermination of why conflicting find-

ings arise complicates the process of attempting to make cumulative 

progress in the study of human behaviour.

Interference
Many causal inference techniques assume the absence of interference 

(also referred to as spillover effect or contamination), meaning that 

the potential outcome of one individual is not affected by the causal 

variable of interest for other individuals39. However, when observa-

tional data are collected in a sample of people who could potentially 

interact with each other (for example, data from school or other social 

settings), there is a good possibility that the assumption is violated, in 

that the treatment of interest affects not only treated individuals but 

also untreated individuals used to approximate the counterfactual.

For example, if we attempt to estimate the effect of years of school-

ing on later earnings by comparing children with more years of school-

ing to their siblings with fewer years of schooling (whose outcomes 

BOX 5

E�ect heterogeneity

The e�ect of a treatment X on the outcome Y may di�er between 
individuals, time points, contexts and other conditions. Average 
treatment e�ects provide estimates for central trends that may fail 
to describe many of the individuals in a heterogeneous population. 
Systematic sampling and systematic analysis of heterogeneity 
can enrich our understanding of causal e�ects in heterogeneous 
populations.

Tentative solutions

 • Systematically sample heterogeneous populations.
 • Use statistical methods that detect heterogeneity.
 • Whenever possible, test assumptions of homogeneity before 
applying them.

 • Actively discuss assumptions under which your estimate 
approximates an average causal e�ect.

Literature suggestions

 • Athey and Imbens102

 • Bryan et al.34

 • Geng et al.103

 • Gische et al.80

 • Moeller104

 • Montoya et al.59

 • Pearl and Bareinboim105

 • Wager and Athey106
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may approximate the counterfactual had their siblings not received 

additional schooling), an important assumption is that one’s earnings 

are not affected by one’s sibling’s schooling. However, research on the 

effect of people’s education on their siblings’ subsequent educational 

choices or performance suggests that spillovers are common—siblings’ 

educational experiences appear to affect each other40–42. If individuals 

influence each other, an individual influenced by the causal variable of 

interest, X, subsequently influences others with different values of X, 

complicating the accurate estimation of causal effects on Y; associa-

tions between X and Y are likely to be biased even when they are adjusted 

for confounders.

Timescales of effects
We have already argued that effects can vary across individuals, and 

average and individual effects can also vary substantially across time-

scales. An estimate of an intervention effect may be specific to the time 

at which the intervention occurs and when the outcome is measured35. 

Having an alcoholic drink is likely to increase one’s self-confidence for a 

short period; not finding an effect on self-confidence measured a week 

(or even years) after having a drink does not indicate that alcohol does 

not influence self-confidence. The effects of a different intervention 

(for example, the effects of parenting on subsequent illegal behaviour), 

however, may only show up after long periods; conversely, daily diary 

or ecological momentary assessments would not be useful to assess 

such effects directly, although they may offer insights into some of 

the intervening processes. How to connect the various timescales, 

and how to make sense of this, poses a major challenge43, particularly 

when behaviours affect each other bidirectionally44.

Fat-handed and other complex interventions
Returning to the question of the effects of happiness on health, let us 

assume that a researcher was able to address these issues and obtained 

an unbiased causal estimate of the effect of a year-long sustained 

increase in happiness on various health outcomes years later. Using 

this estimate to gauge the benefits of various interventions to increase 

health still would not be straightforward. The problem is that there are 

different ways to change happiness (for example, a self-help workshop, 

exercise or a magic happiness pill), and the hypothesized causal con-

sequences of happiness on health could be different depending on 

the intervention implemented. One school of thinking about causality 

refers to this as a lack of consistency; in this line of reasoning, asking for 

the effects of happiness on health would not be a well-defined question 

to begin with, as happiness is not (directly) manipulable45,46. Another 

school of thinking about causality maintains that such effects can be 

well defined47, but that still leaves it open that the intervention used 

to induce happiness interacts with the effects of happiness on health. 

In any case, moving from causal effects of variables that cannot be 

directly manipulated to interventions would not be straightforward.

Moving the other way around—from interventions to conclusions 

about the effects of variables that cannot be manipulated directly—is 

equally challenging. For example, to estimate the effect of earlier hap-

piness on later health, perhaps a researcher conducts a randomized 

BOX 6

Interference/spillover

A standard assumption of most approaches to causal inference is that there is no interference or spillover. That means that the potential 
outcome of an individual is not a�ected by the treatment status of other individuals. However, in some practical applications, individuals 
participating in a study do interact or communicate with each other, which increases the risk of potential spillovers.

Tentative solutions

 • Consider analysis- or design-based solutions.
 • Conduct robustness checks with subgroups or settings under which spillovers are unlikely.
 • Consider alternative estimands that explicitly take interference into account.

Literature suggestions

 • Benjamin-Chung et al.107

 • Hudgens and Halloran108

 • Imai et al.109

 • Tchetgen and VanderWeele110

 • Zhang et al.111
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controlled trial of an intervention that targets participants’ happiness 

directly, but not their health. In this case, the impact of the interven-

tion on later health could provide a strong test of the causal effects of 

happiness on health (in such a design, assignment to the intervention 

would be an ‘instrumental variable’ for estimating the effect of happi-

ness on health48). However, this would depend critically on the assump-

tion that the intervention did not also directly influence other factors 

(for example, health-related motivation) that increase later health 

(in the instrumental variables framework, this is called the exclusion 

restriction assumption). Interventions that violate this assumption 

and thus change variables beyond the causal variable of interest are 

labelled ‘fat-handed’ interventions49,50. Interventions that target psy-

chological constructs such as happiness are extremely likely to be 

fat-handed: how could one intervene on just happiness without also 

changing related psychological constructs, such as positive affect or 

elevated mood? One source of this problem is that constructs in the 

behavioural sciences are often unclearly or ambiguously defined, or 

conceptually overlap with other constructs51, making them challenging 

for causal inference52. This makes it difficult to test the causal effects 

of such variables even when randomized controlled trials are feasible 

(for example, did the intervention affect health via happiness or via 

frequently elevated mood?). Such effects of constructs (rather than 

well-defined interventions) also have important practical implications: 

if happiness is hypothesized to mediate the effects of an intervention 

on health over a long period, it is far more efficient to optimize itera-

tions of the intervention to generate larger impacts on happiness than 

on health. However, if the wrong mediator is identified, this strategy 

may not work.

Summary and implications of challenges
The major challenges above all come down to human behaviour being 

embedded in complex causal systems of which we can observe only a 

limited part. This leaves researchers in a difficult position. Sceptics 

with strong priors on either side of a scientific disagreement can offer 

plausible reasons why any study or set of similar studies presenting evi-

dence against their position should not convince them of the opposite 

view. Observational studies under-control (or over-control) for various 

factors influencing the outcome, experiments directly influence more 

(or less) than the causal variable of interest and causal effects could 

apply to a small subgroup or no individual at all, limiting the useful-

ness of such estimates.

Tentative solutions
Given the challenges to drawing causal conclusions from longitudinal 

data outlined above, what can be done? Recent years have brought 

many potential (if partial) solutions. For under-control, there are meth-

ods that attempt to control for unobserved time-invariant confounders 

with the help of longitudinal data53–55. We may be able to get a more 

informative causal estimate for different timescales using continu-

ous time modelling56. Effect heterogeneity in longitudinal data could 

be partially tackled using methods that stratify on post-treatment 

variables57, through the estimation of nomothetic effects in bottom-up 

procedures by empirically identifying those patterns that generalize 

across person-specific effects (for example, group iterative multiple 

model estimation58) or through dynamic treatment regimes59. Methods 

for estimating precise causal effects for various data structures such 

as panel designs, intensive longitudinal data and neuroimaging have 

also been proposed60–63.

However, in the absence of a strong causal design, it is often dif-

ficult to establish whether such solutions have generated unbiased 

estimates. The capacity of causal inference from observational data is 

substantially determined by how we design the research, not solely by 

advanced statistical techniques. We offer several potential approaches 

below.

Clarifying the research question
Perhaps the lowest-hanging fruit for improving inference is to improve 

the clarity of the research question, which may often involve narrow-

ing its scope. Such clarity helps readers, but most importantly the 

researchers themselves, to determine (1) whether the purpose of the 

study is to estimate causal effects at all, (2) which kinds of effects the 

researcher is interested in64–66 and (3) whether the question asked can 

be answered by the data at hand.

BOX 7

Fat-handed and other complex 
interventions

Sometimes interventions alter not only the treatment X but also 
other variables. If we intervene on X to see whether it is a cause of 
Y, an intervention that not only changes X but also changes some 
other causes of Y (that are not on the path from X to Y) is called a 
fat-handed intervention. For example, an intervention on a person’s 
daily diet will change the daily calorie intake (treatment) but might 
also change the daily intake of vitamins (other variable). Both calorie 
intake and intake of vitamins a�ect the body mass index (outcome). 
The intervention on daily diet is thus fat handed.

Tentative solutions

 • Consider triangulating across various interventions with di�erent 
likely side e�ects.

 • Measure and report potential side e�ects of your interventions.
 • When possible, intervene on variables that are well defined and 
isolatable from other variables.

Literature suggestions

 • Eberhardt and Scheines112

 • Eronen49

 • Mooij et al.113

 • Peters et al.114

 • Scheines50

 • VanderWeele26

BOX 8

Timescales of e�ects
The latency of an intervention on an e�ect may be unclear. If the 
e�ect of X on Y has a latency of several years, it will not show when 
the time interval between measurements is just a few months. 
Moreover, e�ects may be non-stationary, meaning they can 
change over time, whereas most estimates of time e�ects assume 
stationarity and overlook the fact that over time, an e�ect can 
emerge, speed up, slow down or cease to exist.

Tentative solutions

 • Consider the potential timescale of e�ects before data collection 
to measure causes and e�ects at appropriate intervals.

 • Consider continuous time modelling.

Literature suggestions

 • Aalen et al.115

 • Driver and Voelkle116

 • Røysland117

 • Ryan and Hamaker118

 • Voelkle et al.56
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An important example that demonstrates the need for well-defined 

research questions comes from the Many Analysts Project67. The 

authors asked researchers to reanalyse a dataset to answer the question 

of whether soccer referees are more likely to give red cards to players 

with a dark skin tone. Worryingly, research teams obtained a wide range 

of effect sizes using the same data. However, Auspurg and Brüderl68 

observed that research teams appeared to interpret the research ques-

tion differently, with some teams attempting to answer the descriptive 

question of whether players with a darker skin tone were more likely 

than lighter-skinned players to receive a red card, but other research 

teams inferring a more complex research question about the causal 

mechanisms through which such a difference might occur: “the direct 

causal effect of skin tone that remains after netting out confounders 

and ‘productivity-relevant’ mediators”68. When analyses were restricted 

to the latter category, the variability of estimates was much narrower.

In the previous case, the study would have benefited from more 

specificity in the research question. A clearly specified cause, effect, 

timescale and population of interest are necessary to provide credible 

estimates of causal effects. At the same time, it is important to keep 

in mind that the research question of interest may be broader, with 

individual estimands only providing partial answers. Likewise, there is 

still a space in science for backward causal questions (such as ‘Why are 

some people healthier than others?’) that often motivate the quest for 

answers to narrower forward causal questions. Such questions have an 

important role in human thinking and decision-making and can be use-

ful for checking the assumptions of causal models and revising theories 

(Gelman and Imbens15 discuss them and give examples). For example, 

noticing patterns across space and time in which people become ill may 

be useful for forming theories about why some people are healthier 

than others, which can be further tested with stronger causal designs. 

Furthermore, a researcher who has considered the backward question, 

‘Why do students in the same school frequently have such different 

levels of academic achievement?’ might be less likely to mistakenly 

attribute test score differences to the causal effects of specific school 

or teacher characteristics in the absence of a strong set of baseline 

statistical controls. Considering more general questions is useful for 

thinking about generalizability, mechanisms, alternative hypotheses, 

and matches between data and model assumptions and thus should be 

considered in service of asking better forward causal questions and for 

better assumption-checking when trying to answer them.

Choosing the right design and variables
Once a causal question is set, we need to think carefully about the 

right design to permit appropriate causal inference69. This includes 

the decision about potential controlling variables to be measured, 

the time interval of measurement, the number of time points, sam-

ple characteristics, sample size and so on. Tools that help with such 

decision-making processes are increasingly available7. Researchers 

must pay careful attention to the measurement of constructs in the 

study of human behaviour (for example, depression and poverty), 

which pose unique challenges related to reliability and validity, along 

with conceptual challenges (for example, whether measurements are 

better understood as effects or causes of the construct of interest), all 

of which can affect causal inferences26,70,71.

Actively discussing the causal informativeness of a model
We argue that observational work should be discussed in terms of its 

implications for causal theories, where the causal implications are 

judged in a continuous, not a binary manner. A current norm in many 

fields studying human behaviour is to deliberately avoid making causal 

statements if the study lacks a randomized experimental design18,72. 

Although researchers should attempt to appropriately calibrate the 

strength of their claims to the strength of the evidence, failing to con-

sider the causal implications of one’s model (even a tentative one) may 

make it easier to overlook indications that assumptions are violated 

while probably conveying a causal interpretation to the reader any-

way16,17. For example, consider a hypothetical study that regresses 

earnings on measures of previously measured cognitive test scores, 

social skills and demographic controls and interprets the implications 

of such findings for the (presumably causal) ‘importance’ of cogni-

tive and social skills. Although the analysis is at risk for bias from all 

the potential factors listed in the previous section, the analyst might 

dismiss a critique about potential bias from the exclusion of other 

potential confounders from the model under the grounds that the 

analysis uses non-experimental data and is thus not ‘causal’. However, 

this argument conflates the goal of the study (causal estimation) with 

the degree of certainty the method affords in its findings, paradoxically 

missing an opportunity to improve the analysis. Researchers should be 

able to communicate the goal of the study (for example, causal estima-

tion) and the certainty with which estimates are causally informative 

(for example, low in an observational, cross-sectional setting; higher 

in a setting that rests on fewer assumptions) separately, rather than 

lumping them together under the single term ‘causal’ (causal estima-

tion with high certainty). Presenting the study as a rough attempt at 

bounding causal estimates of the returns to cognitive and social skills 

would allow researchers to convey a great deal of uncertainty while 

still directly addressing the causal questions at hand. An approach 

to rule out different threats to causal inference of estimates could be 

to use a range of estimation strategies. Deming73, Pion and Lipsey74, 

and Ritchie and Tucker-Drob75, for example, compare results across 

multiple identification strategies.

Triangulating on causal estimates
Clarifying research questions is a necessary but far-from-sufficient 

solution to identifying causal effects of constructs, particularly when 

only fat-handed interventions or observational data are available. How 

might a researcher interested in the causal effects of such a construct 

proceed, knowing that any finding can be dismissed for statistically 

over- or under-controlling or including an overly broad or overly narrow 

experimental manipulation, depending on the observed effect? Like 

others before76–78, we argue that successful examples from the study 

of human behaviour triangulate a causal effect (or set of causal effects) 

of interest by considering multiple findings using various identifica-

tion strategies and reasoning through them in the context of tentative 

theories and assumptions (Fig. 1). Triangulation may happen on dif-

ferent levels, across studies in the field as a whole, within a particular 

research programme (and thus potentially across studies) and within 

individual studies.

Researchers may consider two types of sources of evidence: (1) 

strong causal estimates of well-defined (but probably fat-handed) 

interventions (broadly defined, including both applied interventions 

and exogenous manipulations of behaviour designed solely for the 

purpose of improving causal understanding) and (2) non-experimental 

estimates from observational data. Estimates should be compared with 

each other whenever possible and interpreted considering theory and 

assumptions. Combinations of theories and assumptions that accom-

modate existing estimates are re-examined, with a focus on research 

questions and designs that can plausibly distinguish among them78,79. 

We describe an example below.

A researcher interested in the effects of a complex or fat-handed 

intervention on a set of outcomes might approach the problem from 

several different perspectives. For example, a researcher interested 

in the effects of cognitive skills on later educational and occupational 

success might be interested in this problem so that they can (1) better 

understand the causal dynamics between cognitive skills and educa-

tional inputs and/or (2) design interventions to better prepare students 

for educational or occupational success.

A researcher following the first approach might consider a large 

longitudinal dataset (Fig. 1, left box) and use recent advances in longi-

tudinal data analysis techniques to address confounding via matching 
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and latent variable modelling56,80–82, justifying the use of statistical 

controls from a causal inference perspective. They might test whether 

their conclusions are robust over variations in model specification83,84 

and assumptions about how cognitive skills produce variation in test 

scores70,85. They might attend to whether estimates are similar across 

a range of subgroups and time periods as well.

In many cases, estimates will vary, sometimes predictably across 

specifications (Fig. 1, bottom arrow). Even if estimates fall within a nar-

row range of values, they might differ across individuals, subgroups, 

measures and outcomes. The researcher might attempt coherent pat-

tern matching69, where in the absence of an intentional intervention, 

the researcher tests a list of theory- and assumption-driven predictions 

and calibrates the strength of the match between theory and results. 

The researcher might use robustness checks or falsification tests to 

attempt to quantify the amount of remaining bias in the estimate of 

interest. For example, concerned about bias in the estimated effects of 

corporal punishment on children’s later antisocial behaviour, Larzelere 

and colleagues86 compared estimated effects of corporal punishment 

to the estimated effects of other interventions not hypothesized to 

increase antisocial behaviour (for example, grounding or psychother-

apy). Finally, the researcher might include some bounding exercise that 

allows for a lower bound of plausible estimates87, such as a sensitivity 

analysis testing the magnitude of unobserved confounders necessary 

to produce the estimated effect22.

In contrast, a researcher who is interested in developing an effec-

tive intervention on later educational or occupational success might 

approach the problem by reviewing the literature on field experiments 

or strong quasi-experimental evaluations of exogenous factors found 

to improve students’ cognitive skills (Fig. 1, top box). Interventions are 

likely to vary in their fat-handedness (the extent to which they influence 

education via pathways other than students’ cognitive skills alone). For 

example, a brief cognitive training intervention might plausibly influ-

ence later outcomes primarily via changes to cognitive skills. However, 

a broader intervention, such as an additional year of schooling, includes 

exposure to different mentors, peers and other social contexts over 

an extended period and is much more fat-handed (Fig. 1, right arrow). 

Thus, the researcher might consider whether within and across cat-

egories of interventions, subgroups and outcomes, improvements to 

cognitive skills are reliably related to improvement in educational or 

occupational success88.

Finally, both researchers might attempt to obtain estimates of the 

effects of cognitive skills on educational or occupational success on the 

same scale (for example, what is the estimated effect of a hypotheti-

cal minimally invasive intervention that influences cognitive skills at 

age 18 by half a standard deviation on wages at age 35?) so they can be 

compared (Fig. 1, left arrow). In the presence of an exogenous interven-

tion, the researcher might be able to systematically compare estimates 

of the causal effect of interest using an experimental design and an 

observational analysis in the same sample. This method, sometimes 

called a within-study comparison, sometimes finds converging89,90 and 

other times diverging results91. Key to attempting to reconcile these 

estimates is a judgement about the likely net bias of both of them: if 

statistical controls are poor and interventions are all substantially 

fat-handed, for example, perhaps the net bias of both kinds of studies 

will go in the same direction19.

If estimates differ substantially across methods, several possible 

explanations should be considered: Are the meanings of outcome 

scores measured in observational studies qualitatively different from 

the outcome scores in stronger causal designs, despite sharing the 

same label and even the same measure92? Are the statistical controls 

in observational studies likely to miss plausible confounders93? Are 

effects heterogeneous across samples and settings, which differ sys-

tematically across timescales and designs? If so, are estimates different 

primarily because they are unbiased estimates of different effects, 

or because they are estimates of the same underlying effect but are 

differently biased? Is there a structural model that can reconcile these 

findings, and if so, what predictions would it make about the results of 

future observational or experimental studies (Fig. 1, right box)? A large 

number of potential explanations can account for non-overlapping esti-

mates76,94. Importantly, though, triangulating between experimental 

and observational analyses makes it possible to probe more of them, 

relative to an approach that views observational and experimental 

research as irreconcilable approaches to studying fundamentally dif-

ferent kinds of questions79.

Several scientific practices enacted by researchers, but perhaps 

incentivized by systems, could enhance the efficiency of this process. 

In some cases, it may be possible a priori to design a research pro-

gramme where a research question is well defined and constructs are 

operationalized sufficiently similarly across studies that estimates are 

comparable and reconcilable after they are conducted. For example, 

systematically exploring whether heterogeneity can account for appar-

ently different findings would require larger, more systematic samples 

across both experimental and non-experimental designs (many such 

corresponding research programmes have been undertaken in recent 

years34,95–97). Meta-analytic models can incorporate estimates obtained 

from multiple identification strategies, samples and outcomes to 

attempt to identify sources of heterogeneity of estimates.

Many of the methods above can be integrated with a structural 

model—a formal model of behaviour that makes predictions about 

the results of future experiments98. For example, Todd and Wolpin99 

proposed and estimated a formal model of how children choose to 

attend school each year through high school, using data from the 

control group of a randomized experiment in which children and 

families in the treatment group received nutritional supplements and a 

subsidy conditional on children attending school. They showed that the 

subsidy increased school attendance by the amount predicted by their 

model, demonstrating its potential usefulness for both improving our 

understanding of why children (do not) attend school and forecasting 

the impacts of potential policies on school attendance in the future. We 

view such formalizations of causal models that make accurate predic-

tions about the effects of future interventions as a worthy goal for the 

social sciences to aspire to. However, we note that a useful early step 

for many social scientists will be to understand that estimates yielded 

by different analyses can be mutually informative, either because 

they approximate the same estimand or because they approximate 

estimands that have a theoretically important relation to each other 

that can be used to triangulate on the estimand of interest. For example, 

a researcher studying the effects of different implementations of the 

same psychotherapy programme might catalogue the features of the 
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Fig. 1 | A framework for triangulating on causal effects. Designs of intervention 

and observational studies should be theory informed, and the results of 

interventional and observational studies need to be compared as well as to be 

interpreted in light of and to inform theory.
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evaluation design, participant and programme features (for example, 

the baseline symptomology of different samples or the dosage of dif-

ferent implementations), and outcomes (for example, whether they 

are self-reported or tracked by administrative data) associated with 

larger or smaller estimated effects. Understanding what set of plausible 

explanations best account for variation in estimates may be useful for 

both understanding what features to include in a structural model and 

guiding future experimental efforts.

Triangulation will not necessarily provide a simple satisfactory 

answer to the broad question, ‘What are the effects of cognitive skills 

on later educational and occupational success?’ or the more specific 

question, ‘What would be the effect of a hypothetical minimally inva-

sive intervention that influences cognitive skills at age 18 by half a 

population standard deviation on wages at age 35?’ But it might yield 

potentially useful answers to more specific causal questions, along with 

a broader model for predicting the impacts of future similar interven-

tions. These predictions might be useful for improving the effective-

ness of future interventions80 and individualizing treatments34,59,100 

and for making testable predictions about underlying data-generating 

processes. Under such an approach, evidence from a wide variety of 

sources is admissible, and no single study is definitive. Estimates—even 

for a reasonably well-defined research question—can vary within and 

across studies for a large range of reasons reviewed above, and more 

estimates allow for a more comprehensive model of the underlying 

causal process(es) of interest.

Conclusion
Causal inference is hard, complicated by many logical problems and 

methodological challenges. Appreciating them is crucial, for we can 

overcome only the obstacles we are aware of. Yet, causal inference is 

at the heart of the study of human behaviour. Giving up on the goal of 

ascertaining causal mechanisms is therefore not an option. Recently, 

there have been substantial methodological advancements and debates 

about methods for causal inference. Studies attempting causal infer-

ence can now integrate the available tools from different disciplines 

and triangulate across the theories, methods and findings they have 

generated; this interdisciplinary dialogue seems vital to us.
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