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Users choose to engage with more  
partisan news than they are exposed to  
on Google Search

Ronald E. Robertson1,2 ✉, Jon Green2, Damian J. Ruck2, Katherine Ognyanova3, 

Christo Wilson2,4 & David Lazer2

If popular online platforms systematically expose their users to partisan and 

unreliable news, they could potentially contribute to societal issues such as rising 

political polarization1,2. This concern is central to the ‘echo chamber’3–5 and ‘filter 

bubble’6,7 debates, which critique the roles that user choice and algorithmic curation 

play in guiding users to different online information sources8–10. These roles can be 

measured as exposure, defined as the URLs shown to users by online platforms,  

and engagement, defined as the URLs selected by users. However, owing to the 

challenges of obtaining ecologically valid exposure data—what real users were 

shown during their typical platform use—research in this vein typically relies on 

engagement data4,8,11–16 or estimates of hypothetical exposure17–23. Studies involving 

ecological exposure have therefore been rare, and largely limited to social media 

platforms7,24, leaving open questions about web search engines. To address these 

gaps, we conducted a two-wave study pairing surveys with ecologically valid 

measures of both exposure and engagement on Google Search during the 2018 and 

2020 US elections. In both waves, we found more identity-congruent and unreliable 

news sources in participants’ engagement choices, both within Google Search and 

overall, than they were exposed to in their Google Search results. These results 

indicate that exposure to and engagement with partisan or unreliable news on 

Google Search are driven not primarily by algorithmic curation but by users’ own 

choices.

The prevalence of partisan and unreliable online news is a topic of 

continuing concern among policymakers, civil society organizations 

and academics5,25,26. These concerns often centre around the role of 

online platforms, such as search engines or social media, in directing 

people to such content, and the societal effects of such guiding1,2,27. 

The theoretical grounding for such concerns generally involves selec-

tive exposure—the tendency to choose political information that is 

congruent with one’s existing beliefs28,29—and its counterparts: echo 

chambers3,4 and filter bubbles6,7.

In online settings, echo chambers often centre the role of users’ 

choices, including their URL selection, search query formulation or 

social networking decisions, and how they can create settings “in which 

most available information conforms to pre-existing attitudes and 

biases”5. By contrast, filter bubbles often centre the role of algorithmic 

curation, such as the production of a social media feed or a search 

results page, whereby content “selected by algorithms according to 

a viewer’s previous behaviors” can create a feedback loop that lim-

its exposure to cross-cutting content7. Although the definitions of 

these two concepts vary and overlap, both can be described in terms 

of user choice and algorithmic curation8,9, and both predict a similar 

observable outcome: partisans will see and select a substantial amount 

of identity-congruent content.

Recent research on partisan and unreliable online news has primarily 

focused on users’ choices within social media platforms4,11,12 or during 

their general web browsing8,13–16, leaving open questions about the role 

of algorithmic curation more broadly. The importance of studying 

news on web search engines, among other platforms, is evident from 

long-standing concerns about the effects of search engines30–33, and is 

urgent in the light of several recent findings. For example, survey and 

digital trace studies have found that web search plays a central role in 

directing users to online news13,34–37, qualitative work has documented 

patterns of unreliable and false information in web search results38,39 

and lab experiments suggest that politically biased search rankings 

can influence political opinions40,41. However, research on user choice 

and algorithmic curation within web search has been largely limited to 

algorithm auditing studies, in which what real users might have seen 

in their search results was estimated using simulated user behaviour 

(hypothetical exposure)17–19,21,22, and digital trace studies, in which 

what real users might have seen was estimated from available click 

logs (selected exposure)8,9,13,42,43.

https://doi.org/10.1038/s41586-023-06078-5

Received: 17 February 2022

Accepted: 12 April 2023

Published online: xx xx xxxx

 Check for updates

1Stanford University, Stanford Internet Observatory, Stanford, CA, USA. 2Northeastern University, Network Science Institute, Boston, MA, USA. 3Rutgers University, School of Communication & 

Information, New Brunswick, NJ, USA. 4Northeastern University, Khoury College of Computer Sciences, Boston, USA. ✉e-mail: rer@acm.org

https://doi.org/10.1038/s41586-023-06078-5
http://crossmark.crossref.org/dialog/?doi=10.1038/s41586-023-06078-5&domain=pdf
mailto:rer@acm.org


2 | Nature | www.nature.com

Article

We operationalize the two sides of a user–platform interaction as 

exposure and engagement, defining exposure as the URLs people see 

while visiting a platform and engagement as the URLs that people inter-

act with while on that platform or while browsing the web more broadly 

(Fig. 1). Although overall engagement provides an aggregate measure 

of user choice that includes all external influences (including all online 

and offline factors), we also define follows as the intersection of these 

data types—engagement conditional on exposure—to isolate the sub-

set of overall engagement choices that were made immediately after 

exposure to a page of algorithmically curated results. These terms and 

distinctions build on previous work by incorporating a wider variety 

of on- and off-platform web behaviours (see Methods, ‘Exposure and 

engagement definitions’). For example, Bakshy et al.7 used internal 

Facebook data to measure exposure as cases “in which a link to the 

content appears on screen in an individual’s News Feed,” and described 

on-platform engagement as “clicks” and “consumption,” but did not 

measure off-platform behaviour. So far, studies involving ecologically 

valid exposure and engagement data—what real users were shown and 

did during their everyday use of a platform—have largely been limited 

to internal studies published by social media platforms7,24.

Here we advance research on user choice and algorithmic curation 

through a two-wave study in which we deployed a custom web browser 

extension to collect ecologically valid measures of both exposure and 

engagement on Google Search. During the 2018 and 2020 US elec-

tion cycles, we invited participants to complete a survey and volun-

tarily install our extension with informed consent. We then merged  

those exposure and engagement data with domain-level (for exam-

ple, bbc.com) measures of partisan and unreliable news, and used an 

unsuper vised method on the text of participants’ queries to quantify 

differences in their search behaviour. Paired with the surveys, these 

data enabled us to examine differences among groups with character-

istics, such as partisan identification and age, that have previously been 

linked to greater interaction with partisan or unreliable news13,23,44.

Results from both study waves show that participants’ partisan iden-

tification had a small and inconsistent relationship with the amount of 

partisan and unreliable news they were exposed to on Google Search, 

and a more consistent relationship with the search results they chose 

to follow and their overall engagement. Differences in participants’ 

demographic characteristics and the content of their search queries 

largely explained the small differences we found for exposure to par-

tisan and unreliable news on Google Search by partisan identity, sug-

gesting an absence of filter bubbles in this context. However, the more 

consistent differences we observed in participants’ follows and overall 

engagement with partisan and unreliable news, representing their on- 

and off-platform choices, suggest at least some degree of online echo 

chambers. These findings shed light on the role of Google Search in 

leading its users to partisan and unreliable news, highlight the impor-

tance of measuring both user choice and algorithmic curation when 

studying online platforms and are consistent with previous work on 

general web browsing8,9 and Facebook’s News Feed7.

Collecting exposure and engagement data

From October to December 2018 and from April to December 2020, we 

recruited participants to take a survey and optionally install a custom 

browser extension we made for Chrome and Firefox. In the survey, 

participants self-reported both their seven-point partisan identifica-

tion (7-point PID; strong Democrat, not very strong Democrat, lean 

Democrat, independent, lean Republican, not very strong Republican, 

strong Republican) and their age, which we assigned to one of four 

age groups (18–24, 25–44, 45–64, 65+). We used a seven-point scale, 

rather than a three-point one (Democrat, independent, Republican), 

because strong partisans were oversampled in the 2018 survey and may 

differ in important respects from respondents with weaker partisan 

attachments (see Methods, ‘Opinion surveys and participant samples’).

To measure exposure (the URLs shown to participants; Fig. 1c), we 

designed our extension to save HTML snapshots of the Google Search 

results that loaded in participants’ web browsers, and used a custom 

parser to extract the URLs from those snapshots. For follows from 

Google Search (on-platform URL engagements; Fig. 1d), we collected 
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Fig. 1 | Measuring user choice and algorithmic curation as engagement  

and exposure. a, For each interaction between a user and a platform, we draw  

a distinction between user choice (top) and algorithmic curation (bottom).  

b, Using our browser extension, we measured user choice as engagement, 

broadly defined here as a linear log of time-stamped URL visits. c, We also used 

our browser extension to measure algorithmic curation as exposure, broadly 

defined here as the content that loads in a user’s browser window during each 

URL visit. d, We used both exposure and engagement data to examine our 

participants’ interactions with search engines, focusing specifically on 

exposure to URLs in Google Search results. When our participants engaged 

with Google Search, we recorded the search query they used and saved the 

corresponding HTML of the page of search results to which they were exposed. 

We classified their subsequent engagement with a URL as a search follow if it 

occurred within 1 minute of the exposure and its domain appeared in the  

search results (see Methods, ‘Exposure and engagement datasets’). Further 

background information on each measure is available in Methods (‘Exposure 

and engagement definitions’).
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Google History in 2018, which tracks activity on Google services and 

is available at myactivity.google.com, and Tab Activity in 2020, which 

is an improved measure of engagement that we built to monitor the 

active browser tab. We did not use Google History to measure follows in 

2020 because of changes in the accessibility of those data. Tab Activity 

enabled us to more directly link exposures to engagements, which we 

used not only to identify follows as URL visits that occurred immediately 

after and within 60 s of an exposure (as we did with Google History in 

2018), but also to check whether the followed domain matched any of 

the search results in that exposure. To measure overall engagement 

(all URLs engaged with; Fig. 1b), we collected Browser History data; 

Browser History is an application programming interface (API) that 

is built in to Firefox and Chrome and provides users with an interface 

for viewing their past website visits. The third-party data collections, 

Browser History and Google History, include data before the installation 

of our extension, but our custom data collections, the HTML snapshots 

and Tab Activity, collected data only while the extension was installed 

(see Methods, ‘Exposure and engagement datasets’).

In 2018, we collected exposure to 102,114 Google Search result pages 

for 275 participants, follows on 279,680 Google Search results for 262 

participants and overall engagement with 14,677,297 URLs for 333 par-

ticipants. In 2020, we collected exposure to 226,035 Google Search 

result pages for 459 participants, follows on 69,023 Google Search 

results for 418 participants and overall engagement with 31,202,830 

URLs for 688 participants (Extended Data Table 1). Most participants’ 

web searches were conducted on Google Search in both waves (74.2% in 

2018, 68.6% in 2020; Supplementary Information Table 4), rather than 

on other popular search engines, such as Bing and Yahoo.

Measuring web domains and search queries

Following past work7,13,23,43, we focused on URLs from news domains 

(Methods, ‘Web domain scores and classifications’), which we identi-

fied using a compendium of four lists used in research since 20157,23,45,46 

(see Methods, ‘News classifications’). To classify news domains as 

unreliable, we used a combination of two lists used in previous work 

(see Methods, ‘Unreliable news classifications’). The first is from 

peer-reviewed work that classified news domains as unreliable on the 

basis of a manual review of their editorial practices23. The second was 

obtained from NewsGuard, an independent organization that employs 

journalists and editors to review and rate news domains on the basis 

of nine journalistic criteria46.

To score the partisanship of news domains, we used a measure of 

partisan audience bias derived from the differential sharing patterns 

of Democrats and Republicans in a large, virtual panel of Twitter users19. 

These scores range from −1 to 1, with a score of −1 indicating that a 

domain was shared only by Democrats in the Twitter panel, a score of 

1 indicating that it was shared only by Republicans in the panel and a 

score of 0 indicating that an equal proportion of Democrats and Repub-

licans shared it on Twitter. For the Google Search results we collected, 

we aggregated partisanship scores at the search engine results page 

(SERP) level by applying a rank-weighted average19 to the news domains 

appearing on each SERP. This measure places more weight on the scores 

of domains that appear near the top of the search rankings, which often 

receive a disproportionate amount of user attention and number of 

clicks10 (see Methods, ‘Partisan news scores’).

Unlike the news feeds produced by social media platforms, 

Google Search results pages are produced through a more active 

information-seeking process that depends on a user-selected search 

query47–49. We therefore measured the content of participants’ queries 

using pivoted text scaling50, a form of principal component analysis 

performed on a truncated word co-occurrence matrix to identify 

orthogonal latent dimensions that explain decreasing shares of vari-

ation in the co-occurrence of commonly used words. This unsuper-

vised approach is useful for our application because it does not rely 

on external sources (such as dictionary-based approaches) and it does 

not use extra participant-level information (such as partisan identities) 

in the estimation stage that could risk introducing collinearity into 

subsequent modelling. It is also appropriate for our use case of charac-

terizing variation in search queries because it was designed specifically 

for short documents, for which other unsupervised methods such 

as topic models are less efficient (Methods, ‘Search query analysis’).

Partisan news

In Fig. 2a,c, we compare the average news partisanship of participants’ 

(1) exposure via Google Search results, (2) follows on Google Search 

results and (3) overall engagement. Using the Kruskal–Wallis H test to 

examine differences in partisan news by partisan identity (see Meth-

ods, ‘Descriptive analysis’), we found significant differences in each 

study wave and dataset (all P < 0.01; Extended Data Table 2). For both 

study waves, we found that the partisan gap—the difference in news 

partisanship between the average strong Republican and the aver-

age strong Democrat—was small for exposure (0.062 in 2018, 0.037 in 

2020), larger for follows (0.106 in 2018, 0.125 in 2020) and largest for 

overall engagement (0.206 in 2018, 0.134 in 2020).

As in past work, we contextualize these partisan gaps by noting com-

parable gaps in scores between popular news outlets51. For exposure, 

the partisan gap was comparable to the gap in scores between MSNBC 

(−0.624) and Mother Jones (−0.697) for 2018, and the gap between The 

Washington Post (−0.234) and The New York Times (−0.260) for 2020. 

For follows, the partisan gap for both years was comparable to the 

gap between Newsmax (0.688) and InfoWars (0.782). Last, for over-

all engagement, the partisan gap was comparable to the gap between 

Salon (−0.593) and Jacobin (−0.803) for 2018, and comparable to the gap 

between Fox News (0.608) and Breitbart (0.742) for 2020. These results 

indicate that, on average, Google Search’s algorithmic curation exposes 

its users to less identity-congruent news than they choose to engage with.

Unreliable news

Examining the average proportion of unreliable news in participants 

exposure, follows and overall engagement by partisan identity, we 

found a pattern that was similar to the one observed for partisan news 

(Fig. 2b,d). Again using the Kruskal–Wallis H test, the only significant dif-

ferences we found for unreliable news among partisan identities were in 

participants’ overall engagement (P < 0.01 in 2018 and 2020; Extended 

Data Table 2). For the average participant, unreliable news was less 

prevalent in the URLs they were exposed to on Google Search (2.05% in 

2018, 0.72% in 2020) than in their Google Search follows (2.36% in 2018, 

0.93% in 2020) or overall engagement (3.03% in 2018, 1.86% in 2020).

For exposure, these percentages represent the fraction of SERPs 

that contained at least one unreliable news domain (URL-level per-

centages are available in Supplementary Information Table 6). For 

engagement, the prevalence of unreliable news was asymmetric across 

partisan identities, with strong Republicans engaging with or following 

more unreliable news than strong Democrats, but generally not being 

exposed to more in their Google Search results (Extended Data Table 2). 

These results indicate that Google Search’s algorithmic curation can be 

a conduit for exposure to unreliable news, but not to the degree that 

users’ engagement choices are, especially among strong Republicans.

We also found that unreliable news was generally uncommon and 

concentrated among a small number of participants (Fig. 3). Using the 

percentage of participants that accounted for 90% of all exposures, fol-

lows or engagements as a measure of concentration, we found a pattern 

similar to the one we found for participant-level averages. Specifically, 

we found that unreliable news was the least concentrated among a 

small number of participants for exposure, with 31.3% of participants 

accounting for 90% of all unreliable news exposures in 2018 (25.1% in 

2020), and more concentrated in both follows (28.2% in 2018, 9.8% in 
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2020) and overall engagement (12.0% in 2018, 11.9% in 2020). Gini coef-

ficients calculated for each study wave and dataset suggest a similar 

pattern (Supplementary Information 1.3). These findings suggest that 

interactions with unreliable news are driven by a relatively small number 

of individuals, especially for Google Search follows in our 2020 wave 

and overall engagement in both waves.

Partisan and unreliable news

For each data type and study wave, we examined the relationship 

between partisan and unreliable news by comparing participant-level 

averages (Fig. 4) and using Spearman’s rank correlation coefficient (ρ) 

to assess statistical significance (see Methods, ‘Descriptive analysis’). 

For overall engagement, we found a significant positive correlation 

between partisan and unreliable news among strong Republicans in 

2018 (ρ = 0.336; P = 0.008; n = 89) and a significant negative correlation 

among strong Democrats in both 2018 (ρ = −0.380; P < 0.001; n = 115) 

and 2020 (ρ = −0.237; P = 0.007; n = 191). By contrast, we found no 

significant correlations between partisan and unreliable news for strong 

Republicans or strong Democrats for exposure or follows in either study 

wave (Extended Data Table 3). These correlations suggest that, on aver-

age, partisans who choose to engage with more identity-congruent news 

also choose to engage with more unreliable news, but this association 

does not carry over into their Google Search results or follows.

Partisan news regressions

To further examine participants’ partisan news outcomes, we con-

ducted a series of multivariate regressions that controlled for extra 

demographic variables and theoretically motivated factors (see Meth-

ods, ‘Multivariate regressions’). Across all data types—exposure, fol-

lows and overall engagement—the theoretically motivated factors we 

included were partisan identity and age group, and the extra demo-

graphic variables were race, gender, education and news interest. To 

evaluate our theoretically motivated factors, we represented age group 

as a four-category factor variable with 18–24 years as the reference 
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Fig. 2 | Strong partisans are exposed to similar rates of partisan and 

unreliable news, but asymmetrically follow and engage with such news.  

a–d, Average exposure, follows and overall engagement with partisan (a,c) and 

unreliable (b,d) news by 7-point PID clustered at the participant level in 2018 

(a,b) and 2020 (c,d). The smaller differences in participants’ exposure to 

partisan and unreliable news on Google Search aligns with previous work that 

found substantial homogeneity among the news domains that Google returns 

for controlled query sets, which tend to include mainstream national sources 

that have slightly left-of-zero scores in the metric we used21,22,60. Because a score 

of zero does not imply neutrality19, left-of-zero scores do not imply a left-leaning 

bias (see Methods, ‘Partisan news scores’). Data are presented as participant- 

level means grouped by 7-point PID in each subplot and all error bars indicate 

95% confidence intervals (CIs). We tested for significant differences in partisan 

and unreliable news exposure, follows and overall engagement using the 

Kruskal–Wallis H test (Extended Data Table 2). For visual clarity, we show only a 

subset of partisan identity groups here (all groups are shown in Extended Data 

Fig. 1). For a closer look at the partisan news domains that our participants were 

shown or visited, we also show individual-level distributions, grouped by 

partisan identity and study wave, of partisan news scores in participants’ 

exposure, follows or overall engagement (Extended Data Fig. 3).
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point, and partisan identity as a seven-category factor variable (7-point 

PID) with ‘independent’ as the reference category. For exposure and 

follows on Google Search, we also controlled for participants’ search 

queries by using pivoted text scaling50 to identify their query text fea-

tures in an unsupervised manner (see Methods, ‘Search query analysis’).

For exposure to partisan news on Google Search by partisan identity 

(Fig. 5a,b), we found no significant differences between strong parti-

sans and independents in either study wave (Extended Data Tables 4 

and 5). Compared with participants aged 18–24, all age groups in our 

2018 wave were exposed to significantly more right-leaning news on 

Google Search (Extended Data Table 4), with the largest of such dif-

ferences occurring for participants’ aged 65+ (b = 0.115, (95% CI 0.064, 

0.166), P < 0.001). In our 2020 wave (Extended Data Table 5), only the 

65+ age group was exposed to significantly more right-leaning news 

than the 18–24 age group (b = 0.036 (95% CI 0.006, 0.066), P = 0.036). 

Together, these results indicate that, to the extent that there are dif-

ferences in exposure to partisan news via Google Search results, they 

are small, inconsistent and at least partially attributable to differences 

in users’ search queries and demographic characteristics rather than 

their partisan identities.
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Fig. 4 | Partisans who engage with more identity-congruent news also tend 

to engage with more unreliable news. a–f, The relationship between partisan 

and unreliable news for participants’ exposure on Google Search (a,d), follows 

from Google Search (b,e) and overall engagement (c,f) in 2018 (a–c) and  

2020 (d–f). These plots highlight how the relationship between partisan and 

unreliable news varies across data types, and within data types when taking 

partisan identity into account. For visual clarity, we show only a subset of 

partisan identity groups here (all groups are shown in Extended Data Fig. 2). 

Correlations for each group and subplot are available in Extended Data Table 3.
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not significant when controlling for demographics and search queries. 

 a–f, Regression coefficients and 95% CIs showing the relationship between 

partisan identity (with independents as the reference category) and partisan 

news for Google Search exposure (a,b), Google Search follows (c,d) and overall 

engagement (e,f) in 2018 (a,c,e) and 2020 (b,d,f) study waves. Results are 

shown for our two primary model specifications (see Methods, ‘Multivariate 

regressions’), which control for participants’ demographics (‘Demographics’) 

or their demographics and query text features (‘Demographics and search 

query’). For overall engagement, we examined only the demographics model 

because overall engagement does not directly depend on participants’ search 

queries. Detailed results for these regressions, including estimates for all 

partisan identity and age groups, are available for both 2018 (Extended Data 

Table 4) and 2020 (Extended Data Table 5).
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For participants’ follows from Google Search by partisan identity 

(Fig. 5c,d), our regressions accounting for query text features show 

that strong Republicans followed significantly more right-leaning 

sources than independents in both 2018 (b = 0.085 (95% CI 0.018, 0.151), 

P = 0.026) and 2020 (b = 0.077 (95% CI 0.012, 0.143), P = 0.042). However,  

strong Democrats did not exhibit similar significant differences in their 

follows for either study wave (Extended Data Tables 4 and 5). Similar to 

the pattern we found for exposure, older participants followed more 

right-leaning news in both study waves (Extended Data Tables 4 and 5), 

with significant differences for participants in the 45–64 age group for 

2018 (b = 0.095 (95% CI 0.020, 0.171), P = 0.028) and the 65+ age group 

for 2020 (b = 0.092 (95% CI 0.030, 0.153), P = 0.007). These results show 

that right-leaning partisans, but not left-leaning ones, are more likely 

to follow identity-congruent news sources from Google Search, even 

when accounting for the contents of their search queries.

For overall engagement with partisan news by partisan identity 

(Fig. 5e,f), we found that both strong Democrats and strong Republicans 

engaged with significantly more identity-congruent news than inde-

pendents did. When accounting for all control variables, strong Demo-

crats chose to engage with more left-leaning news than independents 

in 2018 (b = −0.097 (95% CI −0.164, −0.029), P = 0.011), but not in 2020 

(b = −0.031 (95% CI −0.065, 0.003), P = 0.145), whereas strong Repub-

licans chose to engage with more right-leaning news than independ-

ents in both 2018 (b = 0.099 (95% CI 0.029, 0.168), P = 0.005) and 2020 

(b = 0.080 (95% CI 0.038, 0.122), P < 0.001). Age was again significantly 

associated with more right-leaning news (Extended Data Tables 4 and 5), 

and those aged 65+ had the greatest association in both 2018 (b = 0.150 

(95% CI 0.069, 0.231), P < 0.001) and 2020 (b = 0.068 (95% CI 0.026, 0.110), 

P = 0.003). We did not include query text features in these regressions 

because overall engagement does not directly depend on participants’ 

Google Search queries. In contrast to the asymmetry we observed in 

our participants’ follows, these results indicate that participants on 

both the left and the right choose to engage with a significant amount 

of identity-congruent news sources during their overall web browsing.

In these regressions on partisan news, we also found robust associa-

tions among participants who identified as lean Republican and lean 

Democrat (Extended Data Tables 4 and 5). When controlling for query 

text features, participants in the lean Republican group were exposed 

to significantly more right-leaning news than independents in 2018 

(b = 0.093 (95% CI 0.031, 0.156), P = 0.007). We also found significant 

identity-congruent associations for overall engagement with parti-

san news in 2020 for both lean Democrats (b = −0.054 (95% CI −0.093, 

−0.015), P = 0.013) and lean Republicans (b = 0.094 (95% CI 0.041, 0.147), 

P = 0.001). However, a relatively small number of participants identified 

as lean Republican in 2018 (n = 11) and 2020 (n = 35). These findings 

align with previous work that highlights how individuals who identify 

as independents, but report leaning towards one party or the other, 

often exhibit highly partisan attitudes and behaviours52.

Unreliable news regressions

When accounting for both extra demographic characteristics and 

query text features, we found no significant differences in exposure or  

follows to unreliable news on Google Search by partisan identity or age 

group in either 2018 (Extended Data Table 6) or 2020 (Extended Data 

Table 7). By contrast, for overall engagement with unreliable news, we 

found that strong Republicans engaged with significantly more news 

from unreliable sources than independents did in both 2018 (b = 1.268 

(95% CI 0.497, 2.039), P = 0.003) and 2020 (b = 1.141 (95% CI 0.529, 1.752), 

P < 0.001). No such relationship emerged for strong Democrats in either 

year (Extended Data Tables 6 and 7). Similar to our partisan news regres-

sions, we also found greater overall engagement with unreliable news 

among participants who identified as lean Republican in 2018 (b = 1.894 

(95% CI 0.817, 2.970), P = 0.001), although the number of participants 

in that group was again small (n = 15). Last, age was also associated with 

greater overall engagement with unreliable news in 2020 (Extended 

Data Table 7); compared with the 18–24 age group, those aged 45–64 

(b = 1.014 (95% CI 0.399, 1.630), P = 0.003) and 65+ (b = 1.067 (95% CI 

0.413, 1.721), P = 0.003) both engaged with significantly more unreliable 

news, but we found no significant differences by age in 2018 (Extended 

Data Table 6). These results show that our participants were exposed 

to and followed similar amounts of unreliable news on Google Search, 

but strong Republicans consistently chose to engage with more of it in 

their overall web browsing.

Discussion

The two waves of our study replicate the same finding: engagement out-

weighs exposure to partisan and unreliable news within Google Search, 

and the small differences we observe in exposure are largely explained 

by participants’ demographic characteristics and query selection. 

This pattern is consistent across data collected during two distinct 

time periods, each with a different social, political and technological 

context. For concerns related to filter bubbles and echo chambers, our 

results highlight the role of user choice, rather than algorithmic cura-

tion, in driving such effects. These findings add to the limited number 

of studies examining ecological exposure24, align with previous work 

on Facebook’s News Feed7 and are consistent with studies that have 

found engagement with unreliable or problematic content to be rare 

and concentrated among a small number of individuals11,23,44.

These findings do not necessarily imply that the design of Google 

Search’s algorithms is normatively unproblematic. In some cases, our 

participants were exposed to highly partisan and unreliable news on 

Google Search, and past work suggests that even a limited number 

of such exposures can have substantial negative impacts40,53. Moreo-

ver, the effects of such exposures may operate indirectly (for exam-

ple by lowering trust in news media, rather than increasing belief 

in false claims) and persist over time54,55. However, determining the  

circumstances under which such content should be shown or omitted 

is a complex, evolving and, at times, adversarial challenge that often 

requires substantial social context and subject matter expertise30,56. As 

data-sharing agreements between academic institutions and industry 

remain limited and unstable, our approach for collecting ecologically 

valid exposure and engagement data directly from real users may pro-

vide a useful avenue towards independent assessments of algorithmic 

accountability on any platform57.

Relatively small sample sizes present a challenge inherent to all stud-

ies that require participants to install software documenting their online 

behaviour58. Our samples were relatively small, and in some respects 

not representative of US population estimates, and a non-random sub-

set of these respondents opted in to installing the browser extension 

(see Methods, ‘Opinion surveys and participant samples’). However, 

given that the main findings largely replicated across both study waves, 

the differences between the two samples—which had different survey 

vendors (YouGov in 2018, PureSpectrum in 2020), different sampling 

procedures (oversampling strong partisans in 2018, matching national 

demographics in 2020), were conducted during two different elec-

tion cycles (US midterm elections in 2018, US presidential election in 

2020) and had slightly different data collection approaches because of 

changes in data accessibility (see Methods, ‘Exposure and engagement 

datasets’)—help demonstrate the robustness of our results.

One technical limitation of our study is that we relied on domain-level 

metrics to identify and score partisan and unreliable news sites, which 

limited our ability to detect differences that occur within a given 

domain (for example, unreliable news from The New York Times). We 

also collected data only from desktop computers, whereas mobile 

devices increasingly serve as an avenue to online news59, and measured 

exposure only on Google Search, which accounts for most, but not all, 

search traffic (Supplementary Information Table 4). Similarly, we col-

lected only the first page of search results because most searchers do 



Nature | www.nature.com | 7

not navigate beyond that point10, but collecting results past the first 

page could provide further context on algorithmic curation. Further 

research is needed to examine the roles of other popular search engines 

and search on mobile devices, as well as searches conducted outside 

the USA, in other languages or on other socially important topics.

In the context of the broader online ecosystem, more research is 

needed to examine how user choice and algorithmic curation evolve 

and mutually shape one another over time2. However, research has 

shown that personalization on Google Search is minimal17,19, potentially 

limiting the impact of such feedback loops on this platform. More 

research is also needed to examine how sources of influence that our 

datasets did not allow direct comparisons to—including messaging 

applications, social media, and, looking forward, AI chatbots—can 

affect user choice and measures of engagement. Despite these limita-

tions, our study provides an ecologically valid look at exposure and 

engagement within Google Search, advances methods for collecting 

such data on any platform and demonstrates the importance of meas-

uring both user choice and algorithmic curation when studying online  

platforms2,7.

Online content

Any methods, additional references, Nature Portfolio reporting summa-

ries, source data, extended data, supplementary information, acknowl-
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Methods

Opinion surveys and participant samples

The self-reported data used in this study were based on two multi-wave 

public opinion surveys. In each of them, respondents were asked to 

install a browser extension that would monitor their Google Search 

results and various aspects of their online activity. The protocol and 

informed consent language we used while recruiting subjects was 

transparent about what the extension collected, and both studies were 

approved by the Institutional Review Board (IRB) at Northeastern Uni-

versity (no. 18-10-03 for 2018, and no. 20-03-04 for 2020).

The first survey was fielded between 18 and 24 October 2018, and 

participants were recruited through YouGov with an oversample of 

strong partisans. The second was fielded between June 2020 and Janu-

ary 2021, with participants recruited by PureSpectrum as part of the 

‘COVID States Project’ (https://covidstates.org). This second survey 

used quota sampling based on state-by-state benchmarks for race, 

gender and age, but a non-random subset of these respondents opted 

in to installing our browser extension.

In both surveys, participants self-reported a 7-point PID (strong 

Democrat, not very strong Democrat, lean Democrat, independent, 

lean Republican, not very strong Republican, strong Republican); their 

age, which we binned (18–24, 25–44, 45–64, 65+); and several other 

demographic variables (race, gender, education). We use a seven-point 

partisan scale, rather than a three-point scale (Democrat, independent, 

Republican) for two reasons. First, binning all Republicans and Demo-

crats into a single category would obscure our intentional oversampling 

of strong partisans in 2018. Second, recent work in political science 

has found that independents who lean towards a political party tend 

to behave in a more partisan manner than weak partisan identifiers52, 

further complicating the use of a three-point scale.

Owing to budget constraints around sample size, we anticipated a 

relatively small sample size in 2018, and intentionally oversampled on 

strong partisans. As a result, approximately 36% of our participants 

identified as strong Democrats and 27% identified as strong Repub-

licans (Supplementary Information Table 1). Ensuring that we had a 

significant number of such people in our sample was key to our inves-

tigation because engagement with partisan and unreliable news has 

been shown to be uncommon and concentrated among a relatively 

small number of predominantly partisan individuals13,23,44. In 2020, 

respondents were selected by means of quota sampling based on popu-

lation benchmarks in US states for several categories (race, gender and 

age); 27% identified as strong Democrats and 13% identified as strong 

Republicans (Supplementary Information Table 2). We did not conduct 

a power analysis before either study wave because of a combination of 

budget constraints, uncertainty around how many survey participants 

would opt in to installing our browser extension (Supplementary Infor-

mation 1.1) and uncertainty around potential effect sizes. However, the 

consistency of the main results across both study waves suggests that 

our sample sizes were sufficiently powered.

Exposure and engagement definitions

We broadly define exposure as a measure of the content appearing on 

a user’s screen, including links, text and media. In this study, we specifi-

cally measure exposure to links that appeared on a participant’s screen 

after they conducted a Google search. Our approach and definition for 

exposure are related to concepts including ‘involuntary exposure’8, 

‘passive exposure’14, ‘distributed access’9, ‘incidental exposure’61, ‘lin-

ger impressions’24 and other uses of ‘exposure’62,63, but most closely 

align with Bakshy et al.7, who defined an ‘exposure’ as a case “in which 

a link to the content appears on screen in an individual’s [Facebook] 

News Feed”7. Our approach for capturing exposure is also analogous 

to that used by the Screenome project, which preserves what users saw 

through the “collection of high-density sequences of screenshots”64. 

However, instead of periodically collecting image screenshots, we 

took HTML snapshots when participants visited a given website, which 

has the advantage of enabling programmatic extraction of URLs that 

appeared on the screen, but does not guarantee they were seen.

We broadly define engagement as a measure of the actions taken 

by a user in their web browser, including URLs clicked, typed or cop-

ied–pasted, and browser tab switches. Overall engagement therefore 

provides an aggregate record of users’ online choices, regardless of 

how those choices were arrived at (including the influence of other 

online platforms), which we measured using several digital trace data-

sets that we collected through existing and custom data collection 

tools (see ‘Exposure and engagement datasets’). Our use of engage-

ment aligns with terms from previous work including “visits”, “clicks” 

and “consumption”7,14,63, “direct access”9, and “choice” or “voluntary 

exposure”8. These terms share an emphasis on user choice, whereas 

‘engagement’ expands the scope of behaviours considered and pro-

vides a high-level term for digital trace logs with varying granularity 

but common measurement aims.

Using the above definitions, we broadly define a follow as an instance 

in which a person is exposed to search results, a news feed or recom-

mendations during a visit to an online platform, and subsequently visits 

a URL within a time threshold and domain matching condition when 

possible (see 'Exposure and engagement datasets'). Follows therefore 

represent the subset of overall engagement that can be attributed to 

on-platform choices. Although this term overlaps with social media 

terms for ‘following’ an account or channel, which can be ambiguous 

and vary by platform (for example, channel ‘subscriptions’ on You-

Tube), it also accurately describes the process of following a hyperlink 

from one web page to another. Our approach is in line with previous 

work on identifying follows, which have previously been called “refer-

rals”14, and their preceding platform visits “referrers”13. For example, a 

visit to bbc.com might be attributed to Facebook if a visit to Facebook 

preceded that visit, and occurred within a short (for example 1 min) time 

threshold9,14,51,65. Another approach involves examining news article vis-

its and checking if a platform visit occurred within the past three URLs 

visited and previous 30 s (ref. 13). We use follows instead of referrals 

here because the term ‘referral’ collides with the HTTP ‘referer’ header 

field (which we did not collect), which may contain information about 

the previously visited website, but has evolved over time, is omitted 

under certain circumstances and can be modified by both the user and 

the ‘referring’ platform.

Exposure and engagement datasets

We built custom browser extensions in 2018 and 2020 to collect several 

types of digital trace data that would enable us to compare the URLs 

participants were shown on Google Search (exposure), the results they 

followed after that Google Search exposure (follows) and the URLs they 

engaged with on the web in general (overall engagement). In terms of 

exposure, the extension passively, by monitoring the participant’s web 

browsing activity, collected snapshots of their Google Search results. 

For overall engagement, the extension actively, through automated 

periodic requests, collected each participant’s Browser History. To 

measure follows in 2018, the extension also actively collected their 

Google History, which consists of clicks on Google Search and related 

Google services, but did not collect the same data in 2020 because of 

changes in how that website functioned. To measure follows in 2020, 

we introduced a passive measure of engagement that tracked the par-

ticipant’s active browser tab, which we call ‘Tab Activity’.

In both waves, we filtered out participants who did not meet certain 

web activity levels. Specifically, we filtered out participants whose par-

ticipation window—the duration between their first and last observed 

behaviour—was less than 10 days, which suggests that they installed 

and then quickly uninstalled the extension. For the 2018 datasets, this 

led to filtering out the Browser History of 7 participants, the Google 

History for 5 participants and Google Search results for 30 participants. 

Using the same rules for our 2020 datasets, we filtered out Browser 
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History for 25 participants, Tab Activity for 197 participants and Google 

Search results for 150 participants. These filtering decisions did not sub-

stantially remove more participants from one 7-point PID group than 

another. We report overall counts, including the number of searches 

conducted and URLs clicked, in Extended Data Table 1.

In accordance with IRB guidelines, full consent was obtained, and 

participants were compensated for installing the extension. Partici-

pants were informed that they could uninstall the extension at any time, 

and at the end of the data collection period, the extension automati-

cally uninstalled itself. The extension did not collect any activity that 

occurred in incognito (private) browser windows. Further details on our 

IRB study procedures are available in Supplementary Information 1.5.

Google Search results. For each search the participants conducted 

while our browser extension was installed, we saved an HTML snap-

shot of the corresponding SERP that they were exposed to on Google 

Search. We collected only the first SERP because most search traffic 

goes to top-ranked results, and most users do not go past the first page 

of results66. The extension did not collect snapshots of participants’ 

Google Searches in incognito (private) browser windows. To identify 

the URLs participants were exposed to, we parsed each HTML snapshot 

and extracted detailed information from each result, including a URL 

(if present) and a classification of the result format (for example, news, 

Twitter or knowledge results). The SERP parser we used is available at: 

https://github.com/gitronald/WebSearcher.

Google History. For the Google History dataset, we collected parti-

cipants’ Google account activity, which provided us with a log of their 

clicks on Google SERPs, as well as their activity on Google News and  

other Google products. We collected these data by identifying 

an unofficial API end point and then incrementally collecting data  

through requests periodically sent by the browser extension. These 

requests occurred every 2 weeks throughout the study. To ensure that 

we could access that page, we asked participants to remain logged in 

for the duration of the study and sent them reminders to log in if they 

were not when the extension periodically attempted to collect the latest 

data. Although the interface has changed since 2018, data similar to the 

types we collected can be seen on Google’s My Activity page (https://

myactivity.google.com) while logged in to a Google account. Similar 

to past work13,65, we identified and removed consecutive visits to the 

same web page that occurred within 1 s, keeping only the first instance. 

Consecutive visits to the same web page are often present in such data, 

and can occur for a variety of reasons, such as refreshing a stalled page 

or website-specific idiosyncrasies in page loading. Using the 253 days of 

Google History data that we were able to collect (Extended Data Table 1), 

we identified follows by first identifying each search query logged  

in a participant’s Google History and then counting the subsequent 

website visit logged in their Google History as a follow, conditional on 

if it occurred within 60 s of the search9,14,51,65.

Tab Activity. In the 2020 extension, we designed Tab Activity to log 

changes in the active browser tab. This overcomes limitations with 

current approaches to collecting engagement data. For example, it is 

often unclear exactly how data from proprietary sources are obtained, 

logged or cleaned. By contrast, Browser History, which is maintained 

by Chrome and Firefox, has public documentation that suggests it 

provides a log of the first time a web page loads in the browser, but 

does not account for changes in the active browser tab. By passively 

monitoring the active browser tab, Tab Activity provides a more direct 

and detailed measure of user attention than other engagement meas-

ures, such as Browser History, by accounting for the common practice 

of tabbed browsing, which can affect measurements of URL visits in 

terms of both time and volume. This enabled us to more directly link 

exposures to engagements, which we used to identify follows as URL 

visits when (1) they occurred immediately after and within 60 s of an 

exposure and (2) the domain they followed matched any of the search 

results shown to them during that exposure. When adding this second 

condition, we were able to match 33% of all follows, and 62% of news fol-

lows, to a corresponding search result. We removed duplicates from Tab 

Activity using the same method as we did in Google History, removing 

sequential duplicates that occurred within a 1-s interval of each other.

Browser History. We collected Browser History by accessing an API 

that is built in to Chrome and Firefox. In both data collection waves, the 

extension collected data every 2 weeks for the duration of the study. 

An important difference between the Browser History provided by 

Chrome and Firefox is that Chrome allows you to access only the past 

3 months of Browser History, whereas Firefox allows you to continue 

saving history regardless of time passed, but enforces a maximum page 

limit. In 2018, we collected a pre-aggregated version of Browser History 

(HistoryItems), whereas in 2020 we collected higher-resolution data that 

captured each website visit (VisitItems). Further details on the Browser 

History API are available in Mozilla’s documentation (https://developer.

mozilla.org/en-US/docs/Mozilla/Add-ons/WebExtensions/API/history). 

For all analyses, we combined visits and typed counts into a total count. 

Owing to the API-level aggregation of the 2018 Browser History data, 

we did not apply duplicate correction to it. However, for the 2020 data 

we identified and removed consecutive visits to the same web page 

that occurred within 1 s, as we did with Google History and Tab Activity.

Web domain scores and classifications

We classified and scored online news at the domain level. That is, for 

each URL in our dataset, we extracted the second-level domain name 

(for example, https://www.cnn.com → cnn.com). This enabled us to 

merge our data with several datasets that contain domain-level scores 

and classifications for news, partisanship and reliability.

News classifications. To identify visits to news domains, we compiled 

four datasets containing classifications of web domains as ‘news’. After 

cleaning, the union of these datasets gave us 11,902 unique domains 

coded as news. These datasets include:

(1) 488 domains identified as ‘hard news’ by Bakshy et al.7

(2) 1,250 domains manually identified as news by Grinberg et al.23

(3) 6,288 domains aggregated from local news listings by Yin45

(4) 6,117 domains identified as news by NewsGuard46.

Bakshy et al.7 used the URLs and associated text snippets shared by 

Facebook users who self-reported a partisan identity to classify ‘hard 

news’ domains, and publicly released the 500 most shared domains7. 

As in previous work using these classifications63, we exclude their  

classifications of five platforms (youtube.com, m.youtube.com,  

amazon.com, twitter.com and vimeo.com) as news. We also excluded 

a satire site (theonion.com) and Wikipedia as news sites and merged 

five entries that had a duplicate including a ‘www.’ prefix, which typi-

cally direct to the same home page, leaving us with 488 domains. The 

list used by Grinberg et al.23 was manually curated and contains a list 

of 1,250 domains coded as news on the basis of editorial practices23.

Yin45 provides a list of 6,288 domains associated with state news-

papers, TV stations and magazines, aggregated from several sources, 

including the United States Newspaper Listing45. We removed a string 

value (‘Alaskan Broadcast Television’) and the coding of myspace.com 

(a social media platform) as news domains from the current version of 

this dataset. NewsGuard is an independent organization that “employs 

a team of trained journalists and experienced editors to review and rate 

news and information websites based on nine journalistic criteria.” To 

maintain consistency with the other lists, we classified all domains cov-

ered by NewsGuard as news except those labelled as a satire site (“not 

a real news website”) or a platform (“primarily hosts user-generated 

content that it does not vet”), as neither receives news ratings based 

on the nine journalistic criteria46.

https://github.com/gitronald/WebSearcher
https://myactivity.google.com
https://myactivity.google.com
https://developer.mozilla.org/en-US/docs/Mozilla/Add-ons/WebExtensions/API/history
https://developer.mozilla.org/en-US/docs/Mozilla/Add-ons/WebExtensions/API/history
https://www.cnn.com
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We measured the proportion of news present in Google’s SERPs in two 

ways. At the URL level, we used the mean proportion of links on a SERP 

that led to news domains. At the SERP level, we used the mean propor-

tion of SERPs containing at least one news domain. Counts for both 

measures are available in Extended Data Table 1, and participant-level 

averages are available in Supplementary Information Tables 5 and 6.

Partisan news scores. To quantify participants’ exposure and engage-

ment with partisan news, we used the partisan audience bias scores 

developed in previous work19. These scores were made using the 

domain-sharing patterns of a large virtual panel of Twitter users who 

had been linked to US voter registration records. More specifically, each 

domain was scored by comparing the relative proportion of registered 

Democrats and Republicans who shared it on Twitter. The resulting 

scores range from −1 (shared only by Democrats) to 1 (shared only by 

Republicans). On this scale, a domain score of 0 does not mean neutral 

or unbiased, only that an equal proportion of Democrats and Republi-

cans in the virtual panel shared it.

These scores have been used in several recent examinations of 

engagement with partisan news15,16,42, provide coverage for more 

domains overall (n = 19,022) and news domains specifically (n = 2,584, 

covering 21.7% of the 11,902 domains we classified as news) than other 

domain-level partisanship metrics and are strongly correlated 

(r = 96***) with the most widely used alternative7. However, similar to 

other domain-level metrics7, these scores are limited in terms of the 

context of the shares they are based on: a user may share a news article 

from a domain because they are denouncing it, not because they  

support it.

We aggregated partisanship scores to the participant level in slightly 

different ways for our exposure and engagement data. For exposure 

to Google Search results, we calculated the partisanship of each SERP 

using a weighted average that takes ranking into account19 and places 

more weight to the partisan audience scores of domains appearing 

near the top of the search rankings. This helps to account for the extra 

attention received by highly ranked search results10,66–68, which is partly 

due to position effects that are well established in the psychological 

sciences69.

Weighted average bias Bw is calculated by finding the bias B for a 

given query q, using the domain score s of each item i on the page until 

reaching maximun rank r: B q r s r( , ) = ∑ /i
r

i=1 , and then taking the nor-

malized sum of this over all ranks: B q r B q i r( , ) = ∑ ( , )/i
rw
=1 . We then used 

those rank-weighted averages to calculate the average news partisan-

ship of each participant’s search results. For our engagement data, we 

calculated a participant-level average by taking the mean score of all 

the news domains they visited during the study. To handle the aggre-

gated Browser History data we collected in 2018, we multiplied each 

domain’s score by the number of visits to that domain, and then divided 

the sum by the total number of news visits. We report group differences 

throughout the paper using these participant-level averages, and pro-

vide individual-level partisan news distributions for each dataset and 

study wave in Extended Data Fig. 3.

Unreliable news classifications. We classified 2,962 web domains 

as unreliable if they appeared in either of two carefully constructed 

lists23,46. First, NewsGuard (introduced in the News classifications sec-

tion) tracks more than 6,000 news websites for information quality and 

assigns each a score from 0 (unreliable) to 100 (reliable)46. We used the 

threshold defined by NewsGuard to classify news domains, and labelled 

each of the 2,534 domains with a score of less than 60 as unreliable. 

Second, Grinberg et al.23 investigated fake news sharing on Twitter 

and manually assembled their list of unreliable news domains23. These 

classifications were made by examining fact checkers’ evaluations of 

stories produced by various domains, and defined fake news as content 

that has the form of standard media, but not the intent or processes 

to produce accurate content. The colours they used to code domains 

include black if they contained “almost exclusively fabricated stories”, 

red if they “spread falsehoods that clearly reflected a flawed editorial 

process” and orange in “cases where annotators were less certain that 

the falsehood stemmed from a systematically flawed process”. As in 

the original paper, we consider all 490 domains coded as black, red or 

orange to be unreliable news domains.

Descriptive analysis

To assess overall search engine use, we identified URLs leading to popu-

lar web search engines by filtering for known domains (for example, 

google.com) and a URL path indicating a page of search results (for 

examplek google.com/search), which excludes visits to each search 

engine’s home page, as in previous work14. We found that Google han-

dled a substantial majority of our participants’ web searches in both 

2018 (74.2%) and 2020 (68.6%), and Bing handled the second most 

(21.7% in 2018; 30.5% in 2020). This majority use of Google Search is 

in line with industry estimates of Google’s desktop market share70,71, 

and provides support for our focus on this search engine. We provide 

further details on overall search engine use in Supplementary Infor-

mation Table 4.

We report overall data counts for each study wave, including the total 

number of URL exposures, follows and engagements, in Extended Data 

Table 1. To provide further context on participants’ web behaviour, 

we also report the average number and percentage of participants’ 

exposures, follows and engagements that involved news domains in 

Supplementary Information Tables 5 and 6. For the average participant 

in either study wave, we found a substantially greater proportion of 

news in the Google Search results that they were exposed to (14.3% 

for 2018, 14.7% for 2020), than we did in amount of news they chose 

to follow (8.1% for 2018, 8.9% for 2020) or engage with overall (7.1% 

for 2018, 3.2% for 2020).

For the results presented in Fig. 2, we tested for statistically signifi-

cant differences in partisan and unreliable news by partisan identity 

and age group using the Kruskal–Wallis H test. This test is a one-sided 

non-parametric test of differences among three or more groups where 

P is the survival function of the X2 distribution evaluated at H. We used 

this non-parametric test because of the heterogeneity we observed in 

participant-level averages of news exposure, follows and engagement 

(Supplementary Information Tables 5 and 6), and present results for 

each Kruskal–Wallis test in Extended Data Table 2. We did not adjust  

P values for multiple comparisons in these tests because we did not 

conduct pairwise tests between groups (for example between strong 

Democrats and independents). Instead, we limited this analysis to 

assessing whether any differences occurred among the two factors 

motivated by previous work (partisan identity and age), and provide 

a more detailed examination of how each partisan group compared 

with independents in our regression analysis (Methods, ‘Multivari-

ate regressions’). We assessed statistical significance with α = 0.05  

throughout.

We evaluated the relationship between partisan and unreliable news 

in each dataset and study wave (Fig. 4) using another non-parametric 

test: Spearman’s rank correlation coefficient (ρ). To calculate P values 

for this test, we used a two-sided t-test with n − 2 degrees of freedom. 

The only significant overall correlation we observed, in any dataset or 

study wave, was a negative correlation between partisan and unreliable 

news for exposure in 2020 (n = 453, ρ = −0.162, P < 0.001). However, 

owing to the visual differences we observed among partisan identity 

groups in Fig. 4, which suggest a Simpson’s paradox, we also calculated 

the correlation between partisan and unreliable news for each partisan 

identity group in each dataset and study wave (Extended Data Table 3). 

After adjusting these P values for multiple comparisons across 7-point 

PID using the Holm–Bonferroni method, the only significant corre-

lations were in participants’ overall engagement, and were negative 

among strong Democrats and positive among strong Republicans 

(Extended Data Table 3).



Search query analysis

To quantify the content of participants’ search queries, we used pivoted 

text scaling50. This method is a form of principal component analysis 

that is performed on a truncated word co-occurrence matrix (partici-

pants’ queries) and used to identifying orthogonal latent dimensions 

that explain decreasing shares of variation in the co-occurrence of 

commonly used words. Each word can then be given a score along each 

dimension, and each document (a query) can be scored with respect 

to each dimension on the basis of its average word scores. Using those 

scores, we calculated each participant’s average document score along 

each of the first nine dimensions derived from their respective corpora, 

and included these query text features in our regressions on partici-

pants’ Google Search exposure and follows.

This measure is well suited for the purposes of our study for several 

reasons. First, as it is unsupervised, it does not require the use of exter-

nal dictionaries of partisan speech developed in other contexts, such 

as politicians’ speech, which may not be applicable to search queries. 

Second, it does not rely on extra participant-level information (such 

as partisan identity) that could introduce collinearity into subsequent 

regressions that use our quantitative representations of participants’ 

query text. Finally, the method was designed specifically for short 

documents—such as social media posts or, in our case, search que-

ries—for which other unsupervised methods such as topic models 

are less efficient.

Multivariate regressions

We ran a series of regressions to estimate the associations between 

several theoretically motivated factors and exposure to, follows to 

and engagement with partisan or unreliable news.

Outcomes and model selection. For partisan news, our outcome is 

the average partisan audience score described above, and we estimate 

this outcome using ordinary least squares. For unreliable news, our 

outcome is the count either of URLs from unreliable sources or of SERPs 

that contain at least one unreliable source. As these count outcomes 

are overdispersed, in that their variances are greater than their means, 

we estimate them using negative binomial regressions.

Independent variables. Drawing on previous research13,23,44 and our 

descriptive results above, our primary independent variables were 

age and partisan identity. We also considered five extra adjustment 

variables for each participant: (1) race (white/non-white), (2) gender 

(male/female), (3) education (college/non-college), (4) news interest 

(high/low) and (5) query text features. Although not the focus of our 

study, there are limitations to using binary variables for race72 and 

gender73. We coded high news interest on the basis of participants in 

2018 self-reporting that they follow news and current events “most of 

the time” and participants in 2020 self-reporting that they were “very” 

or “extremely” interested in US politics and government. Query text 

features were calculated using pivoted text scaling50 (Methods, ‘Search 

query analysis’).

We iteratively built our models around partisan identity and age 

because previous research identified them as being associated with 

exposure and engagement with partisan and unreliable news13,23,44,63. 

Therefore, we used four specifications of our independent variables in 

each model: (1) partisan identity, (2) age group, (3) age group and parti-

san identity and (4) age group, partisan identity and demographic con-

trols. We represented age group as a four-category factor variable with 

18–24 as the reference point, and partisan identity as a seven-category 

factor variable (7-point PID) with ‘independent’ as the reference cat-

egory. For outcomes that depend on search results (Google Search 

exposure and follows), we also included a fifth model specification: 

(5) age group, partisan identity, demographic controls and query text 

features. We did not include query text features in our regressions on 

overall engagement outcomes because those outcomes do not directly 

depend on search queries.

Regression results. Regression results for each outcome—partisan 

and unreliable news in Google Search exposure, Google Search follows 

and overall engagement—are available in Extended Data Tables 4–7 and 

Supplementary Information Tables 7–18.

For partisan news outcomes among the 2018 sample, results from 

our two primary model specifications, models 4 (demographics) and 

5 (demographics + query text features), are available in Extended Data 

Table 4. Results from all partisan news model specifications are avail-

able in the Supplementary Information for Google Search exposure 

(Supplementary Information Table 7), Google Search follows (Sup-

plementary Information Table 8) and overall engagement (Supple-

mentary Information Table 9). Similarly, for partisan news outcomes in 

2020, the main results are in Extended Data Table 5, and results from all 

model specifications are available in the Supplementary Information 

for Google Search exposure (Supplementary Information Table 10), 

Google Search follows (Supplementary Information Table 11) and over-

all engagement (Supplementary Information Table 12).

For unreliable news outcomes, our main results from 2018 are avail-

able in Extended Data Table 6. All unreliable news model specifications 

for 2018 are available in the Supplementary Information for Google 

Search exposure (Supplementary Information Table 13), Google Search 

follows (Supplementary Information Table 14) and overall engage-

ment (Supplementary Information Table 15). Last, for unreliable news 

outcomes among the 2020 sample, the main results are available in 

Extended Data Table 7, and full model specifications are available in 

the Supplementary Information for Google Search exposure (Sup-

plementary Information Table 16), Google Search follows (Supplemen-

tary Information Table 17) and overall engagement (Supplementary 

Information Table 18).

All tests for statistical significance in our regressions are two-sided 

t-tests. We provide t-statistics in Extended Data Tables 4–7. When adjust-

ing for multiple comparisons, we did not correct across model specifi-

cations, because different specifications within the same model are not 

independent, nor across data types (exposure/follows/engagement), 

because they are also not fully independent of one another. Because we 

conducted the 2020 study wave as a replication, which is another way 

of guarding against false discovery, we also did not correct across study 

waves. For outcomes (partisan and unreliable news), we have theoretical 

reasons to expect age to matter for unreliable news, but not for parti-

san news. However, to test the robustness of our results, we adjusted 

P values across outcomes for our primary models (Extended Data 

Tables 4–7) using the Holm–Bonferroni method. These adjustments did 

not change the significance of any unreliable news outcomes, but five 

partisan news outcomes were not robust to the adjustments, including 

differences in overall engagement for participants who identified as 

25–44 or lean Democrat in 2018 (Extended Data Table 4), differences in 

follows for participants who identified as 65+ or lean Republican in 2018 

(Extended Data Table 4) and differences in exposure for participants 

who identified as not very strong Republicans in 2020 (Extended Data 

Table 5). Results presented in Supplementary Information Tables 7–18 

provide further details for each model specification we examined, 

including degrees of freedom and R2 values, and are not adjusted for 

multiple comparisons.

Reporting summary

Further information on research design is available in the Nature Port-

folio Reporting Summary linked to this article.

Data availability

Owing to privacy concerns and IRB limitations, visit-level data will 

not be released, but aggregated data are available at https://doi.

https://doi.org/10.7910/DVN/WANAX3
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org/10.7910/DVN/WANAX3. The domain scores and classifications 

we used are available at https://github.com/gitronald/domains, but 

the NewsGuard classifications are not included because of their pro-

prietary nature.

Code availability

The data for this study were collected using custom browser exten-

sions written in JavaScript and using the WebExtension framework 

for cross-browser compatibility. The source code for the extensions 

we used in 2018 and 2020 is available at https://github.com/gitronald/ 

webusage, and a replication package for our results is available at 

https://github.com/gitronald/google-exposure-engagement. The 

parser we used to extract the URLs our participants were exposed 

to while searching is available at https://github.com/gitronald/ 

WebSearcher. Analyses were performed with Python v.3.10.4, pandas 

v.1.4.3, scipy v.1.8.1, Spark v.3.1 and R v.4.1.
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Extended Data Fig. 1 | Strong partisans are exposed to similar rates of 

partisan and unreliable news, but asymmetrically follow and engage with 

such news. This figure complements Fig. 1 in the main text by displaying, for  

all 7-point PID groups, average exposure, follows and overall engagement  

with partisan (a, c) and unreliable news (b, d) by study wave and 7-point PID 

clustered at the participant-level. Data are presented as participant-level 

means grouped by 7-point PID in each subplot, all error bars indicate 95% 

confidence intervals (CI), and results from bivariate tests of differences in 

partisan and unreliable news by 7-point PID are available in Extended Data 

Table 2. A score of zero does not imply neutrality in the scores we used, so 

left-of-zero scores do not imply a left-leaning bias (Methods, ‘Partisan News 

Scores’).
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Extended Data Fig. 2 | Partisans who engage with more identity-congruent 

news also tend to engage with more unreliable news. This figure complements 

Fig. 3 in the main text by displaying all 7-point PID groups, highlighting the 

relationship between partisan and unreliable news for participants’ exposure 

on Google Search (a, d), follows from Google Search (b, e), and overall 

engagement (c, f). These subplots show that the relationship between partisan 

and unreliable news varies across data types, and within data types when taking 

partisan identity into account (Extended Data Table 3).



Extended Data Fig. 3 | Partisan news distributions at the participant level 

for each dataset and study wave. Each line represents the distribution of 

partisan news sources that a single participant was exposed to in their Google 

Search results (a, d), followed from those results (b, e), or engaged with overall 

(c, f). Partisan news scores have been binned in 0.1 point intervals (e.g. −1 to 

−0.9, −0.9 to −0.8, etc.) along the x-axis, with tick labels showing the midpoints 

of those bins.
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Extended Data Table 1 | Descriptive counts for each exposure, follows, and overall engagement dataset

Descriptive counts of the number of days we observed participants for, the number of participants, the number of searches they conducted, and the number of URLs, news, and unreliable news 

they encountered in each of our datasets. Days observed is the number of days between the first and last timestamp across all participants in each dataset. For data collected from existing APIs 

or interfaces, such as Browser History and Google History, we observed a greater number of days because they allow collection of data prior to the installation of the extension. In contrast, 

because we built the data collection instruments for Google SERPs and Tab Activity, these can only document participant behavior after the extension has been installed.



Extended Data Table 2 | Kruskal-Wallis H tests by study wave, data type, data source, and user grouping

For our key variables—partisan and unreliable news—we initially checked for statistically significant differences by partisan identity and age group using the Kruskal-Wallis H test, a 

non-parametric test of differences among three or more groups. We used this nonparametric test to account for the heterogeneity we observed in the distribution of participant-level averages 

(Methods, ‘Descriptive Analysis). The Partisanship column contains comparisons of exposure, follows, and overall engagement with partisan news, and the Unreliable column compares  

differences in exposure, follows, and overall engagement with unreliable news. Differences in average partisan and unreliable news for all 7-point partisan identity groups are available in 

Extended Data Fig. 1. These results show a general absence of statistically significant differences in participants’ exposure and follows to unreliable news via Google Search in both study waves.
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Extended Data Table 3 | Spearman’s ρ rank correlations comparing average news partisanship and proportion of unreliable 
news

Spearman rank correlations comparing participants’ average news partisanship and proportion of unreliable news by year, data type, data source, and partisan identity. Similar to our use  

of the Kruskal-Wallis H test, we used Spearman’s rank correlation coefficient (ρ) to evaluate the relationship between partisan and unreliable news because it is a nonparametric test that helps 

to account for the heterogeneity we observed in the distribution of participant-level averages (Supplementary Information Table S5). Using a two-sided P value, we found no significant 

correlations between unreliable and partisan news in any dataset when considering all participants, except for Google Search exposure in 2020 (N = 453, ρ = −0.162, P < 0.001). However, when 

we examined these correlations within each 7-point partisan ID group (adjusting P values for multiple hypothesis testing using the Holm-Bonferroni method), the correlation for exposure was 

not significant for any group in either study wave, and significant negative correlations emerged for strong Democrats while significant positive correlations emerged for strong Republicans, 

suggesting a Simpson’s paradox. We show the relationship between partisan and unreliable news for all 7-point partisan identities in Extended Data Fig. 2.



Extended Data Table 4 | Main multivariate regression results for partisan news in 2018

Regression coefficients (β), 95% confidence intervals (95% CI), t statistics, and P values for the associations between partisan news and our main independent variables (partisan identity and 

age) we found for each data type in 2018. This table shows results from our two primary model specifications, one that controlled for additional demographics (“Demographics”) and one that 

controlled for both demographics and the text of participants’ search queries (“Demographics + Query”). For 7-point partisan IDs, coefficients are relative to independents, and for age groups, 

coefficients are relative to the 18–24 age group. All P values have been corrected for multiple comparisons across outcomes using the Holm-Bonferroni method. Additional details on the design 

of our partisan news regressions are available in Methods (‘Multivariate Regressions’), and detailed results for each specification we ran on partisan news in 2018 are available in Supplementary 

Information for Google Search exposure (Table S7), Google Search follows (Table S8), and overall engagement (Table S9).
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Extended Data Table 5 | Main multivariate regression results for partisan news in 2020

Regression coefficients (β), 95% confidence intervals (95% CI), t statistics, and P values for the associations between partisan news and our main independent variables (partisan identity and 

age) that we found for each data type in 2020. This table shows results from our two primary model specifications, one that controlled for additional demographics (“Demographics”) and one 

that controlled for both demographics and the text of participants’ search queries (“Demographics + Query”). For 7-point partisan IDs, coefficients are relative to independents, and for age 

groups, coefficients are relative to the 18–24 age group. All P values have been corrected for multiple comparisons across outcomes using the Holm-Bonferroni method. Additional details on 

the design of our partisan news regressions are available in Methods (‘Multivariate Regressions’), and detailed results for each specification we ran on partisan news in 2020 are available in 

Supplementary Information for Google Search exposure (Table S10), Google Search follows (Table S11), and overall engagement (Table S12).



Extended Data Table 6 | Main multivariate regression results for unreliable news in 2018

Regression coefficients (β), 95% confidence intervals (95% CI), t statistics, and P values for the associations between unreliable news and our main independent variables (partisan identity and 

age) that we found for each data type in 2018. This table shows results from our two primary model specifications, one that controlled for additional demographics (“Demographics”) and one 

that controlled for both demographics and the text of participants’ search queries (“Demographics + Query”). For 7-point partisan IDs, coefficients are relative to independents, and for age 

groups, coefficients are relative to the 18–24 age group. All P values have been corrected for multiple comparisons across outcomes using the Holm-Bonferroni method. Additional details on 

the design of our unreliable news regressions are available in Methods (‘Multivariate Regressions’), and detailed results for each specification we ran on unreliable news in 2018 are available in 

Supplementary Information for Google Search exposure (Table S13), Google Search follows (Table S14), and overall engagement (Table S15).
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Extended Data Table 7 | Main multivariate regression results for unreliable news in 2018

Regression coefficients (β), 95% confidence intervals (95% CI), t statistics, and P values for the associations between unreliable news and our main independent variables (partisan identity and 

age) that we found for each data type in 2020. This table shows results from our two primary model specifications, one that controlled for additional demographics (“Demographics”) and one 

that controlled for both demographics and the text of participants’ search queries (“Demographics + Query”). For 7-point partisan IDs, coefficients are relative to independents, and for age 

groups, coefficients are relative to the 18–24 age group. All P values have been corrected for multiple comparisons across outcomes using the Holm-Bonferroni method. (β)Additional details on 

the design of our unreliable news regressions are available in Methods (‘Multivariate Regressions’), and detailed results for each specification we ran on unreliable news in 2020 are available in 

Supplementary Information for Google Search exposure (Table S16), Google Search follows (Table S17), and overall engagement (Table S18).
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Study description 

Research sample 

Sampling strategy 

Data collection 
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Randomization 

This study involves a quantitative observational examination of digital trace data collected from participants in the U.S. around the 

time of the 2018 and 2020 U.S. elections. 

Participants were recruited through YouGov in 2018, and via PureSpectrum in 2020 as part of the “COVID States Project” (see 

https://covidstates.org). For our recruitment via YouGov in 2018 we requested an oversampling of strong partisans to ensure 

statistical leverage for our main comparisons. For 2020, our recruitment via PureSpectrum used quota sampling based on state-by- 

state benchmarks for race, gender, age, and location, but a non-random subset of these respondents opted-in to installing the 

browser extension. Compared to national estimates, our 2018 sample had fewer people aged 18-24, a greater proportion of strong 

partisans (indicating that our oversampling worked), and more participants who identified as White, male, and college-educated (see 

Table $1). Among our 2020 sample, the differences in age and partisan identity groups were closer to national estimates than in 

2018, and a greater proportion of participants identified as female (see Table $2). 

We used the sample pool provided by YouGov in 2018, and recruited subjects via PureSpectrum in 2020 using the quota sampling 

described above. Sample sizes were limited due to both recruitment costs and optional extension installations. We provide sample 

details in Supplementary Information Tables $1 and $2. 

We did not conduct a power analysis prior to either study wave due to a combination of budget constraints, uncertainty around how 

many survey participants would opt-in to installing our browser extension (Supplementary Information $1.1}, and uncertainty around 

potential effect sizes. However, the consistency of our main results across both study waves suggests that our sample sizes were 

sufficiently powered. 

Digital trace data were collected from participants via custom browser extensions that we built for Chrome and Firefox. Aside from 

the established domain-level metrics we describe in Methods, we collected all data used in this study directly from our participants in 

real time, or on a fixed schedule, depending on the dataset. The Google History and Browser History data we collected may be 

considered preexisting—because both are collected by third-party services that operate independently of our study—from the 

perspective of an individual participant or the service. For Google History, that data collection is managed by Google and its account 

holders, and for Browser History, it is managed by Chrome or Firefox and their web browser users. We provide additional details on 

each dataset we collected in Methods (under Exposure and Engagement Datasets). 

Before installing the browser extension, participants were informed of all data types that the browser extension collected, and of our 

broad aim to understand how people encounter online news. The protocol and informed consent language we used while recruiting 

subjects was transparent about what the extension collected, and both studies were approved by the IRB at Northeastern University 

(#18-10-03 for 2018, and #20-03-04 for 2020). Participants had anonymous identifiers, but our analysis was not otherwise blinded. 

The first survey was fielded between October 18 and October 24 of 2018 and the second was fielded between June 12, 2020 and 

January 6, 2021. 

We identified and removed consecutive visits to the same web page that occurred within one second, keeping only the first instance. 

Consecutive visits to the same web page are often present in such data, and can occur for a variety of reasons, such as refreshing a 

stalled page, or website-specific idiosyncrasies in page loading. We also filtered out participants whose participation window---the 

duration between their first and last observed behavior---was less than 10 days, which suggests that they installed and then quickly 

uninstalled the extension. More details and exact numbers are provided in the main text and the Methods section. 

In 2018, 11.5% of the 3,106 (357) survey participants recruited via YouGov installed the extension and provided at least some data. In 

2020, we offered participants recruited via PureSpectrum the opportunity to opt-in to installing the extension as part of amuch 

larger survey-focused project (see https://covidstates.org), and 0.4% of the 189,711 (759) survey participants installed the extension 

and provided at least some data. 

Participants were not allocated into experimental groups, but were grouped by survey responses on key demographic variables (age 

and partisan identity). 

When adjusting our regression results for multiple comparisons, we did not correct across model specifications, because different 

specifications within the same model are not independent, nor across data types (exposure/follows/engagement), because they are 

also not fully independent of one another. Since we conducted the 2020 study wave as a replication, which is another way of 

guarding against false discovery, we also did not correct across study waves. For outcomes (partisan and unreliable news}, we have 

theoretical reasons to expect age to matter for unreliable news, but not for partisan news. However, to test the robustness of our 

results, we adjusted P values across outcomes for our primary models (Extended Data Tables 4-7) using the Holm-Bonferroni method. 
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Population characteristics Please see Supplementary Information Tables $1 and S2 for extended demographic details and comparisons. As mentioned 

above, our 2018 sample had fewer people aged 18-24, a greater proportion of strong partisans (indicating our oversampling 

worked), and more participants who identified as White, male, and college-educated compared to national estimates (see 

Table $1). For our 2020 sample, the differences in age and partisan identity groups were closer to national estimates than our 

2018 sample was, and a greater proportion of participants identified as female (see Table $2). 

Recruitment As mentioned above, participants were recruited with the assistance of two different survey vendors: YouGov in 2018 and 

PureSpectrum in 2020. Self-selection for installing the browser extension is likely, suggested by the low opt-in rates. 

However, the consistency of our results in 2018 and 2020 suggests that our findings hold across substantively different 

samples. 
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