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A B S T R A C T   

Faking on personality tests continues to be a challenge in hiring practices, and with the increased accessibility to 
free, generative AI large language models (LLM), the difference between human and algorithmic responses is 
difficult to distinguish. Four LLMs–GPT-3.5, Jasper, Google Bard, and GPT-4 were prompted to provide ideal 
responses to personality measures, specific to a provided job description. Responses collected from the LLM's 
were compared to a previously collected student population sample who were also directed to respond in a ideal 
fashion to the same job description. Overall, score comparisons indicate the superior performance of GPT-4 on 
both the single stimulus and forced-choice personality assessments and reinforce the need to consider more 
advanced options in preventing faking on personality assessments. Additionally, results from this study indicate 
the need for future research, especially as generative AI improves and becomes more accessible to a range of 
candidates.   

1. Introduction 

Large language models (LLM's) like ChatGPT and other artificial 
intelligence (AI) models are gaining an increased amount of interest 
(Budhwar et al., 2023) and speculation (Bodroza et al., 2023) in applied 
psychology and HRM. ChatGPT is significantly different than previous 
AI algorithms because it generates recommendations based solely off 
prompts from users, also known as generative AI (Budhwar et al., 2023). 
As LLM's continue to pull from large data sources, previous claims of 
their human-like intelligence are not far off (Kelan, 2023). As accessi-
bility to these resources increase, more people are using LLM's for 
assistance with writing, predictions, and other tasks in a variety of fields. 
However, the full consequences are largely unknown and uncertain 
(Budhwar et al., 2023). And they continue to evolve from 2018 AI with 
GPT to now LLMs, with ChatGPT-4 in 2023 (Budhwar et al., 2023). 
Despite growing speculation for the full impact of using LLM's, they are 
currently used in hiring by large companies to assess high volume 
candidate text responses for desired verbiage and tonality (Kelan, 2023). 

In efforts to understand the candidates in selection, personality 
measures continue to be a popular way to understand the applicant and 
their fit for a position (Christiansen et al., 2005). To address an ongoing 
need for improving self-reported personality measures (Fuechtenhans & 
Brown, 2022), forced-choice (FC) items have been established as better 
indicators of personality measures than single stimulus (SS) items 
(Christiansen et al., 2005) for high-stakes selection. Additionally, there 

is an increasing concern for distortion in self-directed responses for 
personality measures (Christiansen et al., 2005), which increases par-
allel to an emphasis on success (Fuechtenhans & Brown, 2022). When 30 
to 50 % of survey participants indicate that they have misrepresented 
themselves during the processes of hiring and selection (Fuechtenhans & 
Brown, 2022), it is no surprise that 70 % of practitioners indicate that 
they prefer to use personality measures with some sort of faking pre-
vention (Christiansen et al., 2005). Even though SS is currently the most 
common format for responding, intentionally altered responses occur 
more often in SS, making FC a greater opportunity for personality 
assessment (Christiansen et al., 2005). 

Some studies have examined the personality of LLM's like ChatGPT- 
3.5 using a variety of instruments like Big Five Inventory-2 and 
HEXACO-100, finding temporal reliability and high social desirability 
(Bodroza et al., 2023). But, with a wide variety of stakeholders collec-
tively building and improving generative AI, some influencing groups 
are becoming more dominant (Kelan, 2023), and further research is 
required. LLM's can be used to generate literature reviews, and although 
high in plagiarism, can clearly compile a comprehensive detail (Aydın & 
Karaarslan, 2022). ChatGPT can generally perform in recognizing per-
sonality in RNN, RoBERTa and HPMN models through text and is 
effective in personality prediction (Ji et al., 2023). However, more 
development is required as LLM's have also exhibited unfair treatment of 
certain groups of marginalized demographics (Ji et al., 2023). In AI 
supported hiring, there have been challenges in removing the 
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perpetuation of bias (algorithmic bias). In 2023, Kelan introduced the 
concept of bias generated from notions of fit or inflexible fixed cate-
gories for job requirements in AI (Kelan, 2023). And the superior ac-
curacy of simple models (like Borda counts) over machine learning (ML) 
has been illustrated when making predications for candidate selection 
(Harman & Scheuerman, 2023). 

Previous studies have looked at how AI is used in selection, but un-
derstanding is limited for how LLM's are being used by those faking 
when applying for employment. With free, publicly accessible LLM's, a 
candidate could easily cut and paste selection questions to best fake their 
fit within an organization. The current study's aim is to measure the 
faking abilities of ChatGPT-3.5, ChatGPT-4, Jasper, and Google Bard 
against a previously collected student sample, to compare the perfor-
mance of human participants and generative AI. 

2. Material and methods 

Archival data from a recently collected data set was used for the 
university student sample. Participants were recruited from under-
graduate university subject pools in four universities (two from Canada 
and two from the US) (N = 869). The original design required students to 
answer honestly at Time 1 and respond as if they were applying for a 
sales position (and were given a sales job description for context) at 
Time 2. For the purposes of the present study, only the Time 2 data were 
used. Extraversion and conscientiousness were the traits deemed most 
essential for the job given previous meta-analytic work (cf. Barrick & 
Mount, 1991). 

Participants completed two personality assessments that used the 
same pool of adjectives but differed in design. We included both single 
stimulus and forced-choice assessments because research has found 
forced-choice assessments to be less fakable (Cao & Drasgow, 2019). 
Each personality assessment measured the FFM-based traits of extra-
version, conscientiousness, agreeableness, and openness. One person-
ality assessment was single stimulus with each of the four scales 
containing 20 adjectives with participants reporting their endorsement 
on a seven-point unipolar format (“very untrue of me” to “very true of 
me”). The other personality assessment was a 40 pair forced-choice 
assessment which required participants to choose which of the two 
desirability-matched adjectives described them best. We only report 
scores from extraversion and conscientiousness given that these are the 
target traits for the sales position. Details on these assessments and the 
faking induction can be found in Christiansen et al. (2005). 

We collected data using these same personality assessments in June 
2023 from four LLM's (ChatGPT-3.5, ChatGPT-4, Jasper, and Google 
Bard). Initially, the LLM's were asked: Can you help me choose the most 
appropriate option based on a job description? Then, LLM's were 

provided with the job description and questions from the personality 
measure which were individually pasted into the text field of each LLM. 
When required, additional prompts were used to ensure that they LLM 
provided appropriate responses (e.g., “you must choose one”). Testing 
was done on multiple occasions, but in one session for each LLM. 
ChatGPT-4 was tested 25 questions at a time, due to OpenAI restrictions. 

3. Results 

Data was analyzed using two-sided one sample t-tests with the LLMs 
acting as population parameters. Associated Cohen's ds (with 95 % 
confidence intervals) were also computed. Finally, the percentile that a 
given LLM achieved referencing the student sample distribution was 
computed. Each LLM was compared independently to the student sam-
ple. All scores were converted to a 100-point scale using simple linear 
interpolations to aid in comparability. 

Means, standard deviations, t-tests, d scores (and 95 % confidence 
intervals), and percentiles can be found in Table 1. Results are graphi-
cally illustrated in Fig. 1. As can be seen from Fig. 1, most of the LLMs 
performed at or above the median of the student population in faking the 
single stimulus measure (with the exception of Google Bard for Extra-
version which fell at the 33rd percentile of the student population). 
However, ChapGPT-4 clearly performed the best scoring at the 99th and 
100th percentile of the student sample for extraversion and conscien-
tiousness, respectively. Most of the LLMs had greater trouble in faking 
the forced-choice assessment with most falling at or below the median of 
the student population. However, again, ChatGPT-4 performed the best 
with percentiles of 85.2 and 98.4 referencing the student population for 
extraversion and conscientiousness, respectively. 

4. Discussion 

The aim of this study was to compare SS and FC personality scores, 
prompted for faking, generated from four different LLM's (GPT-3.5, 
Jasper, Google Bard, and GPT-4) against a previously collected student 
population. The purpose of this comparison was to examine whether the 
generative AI responses, when prompted to fake, would be more suc-
cessful than the student population. Results indicate that SS Likert-type 
questions were easier to fake, whereas FC were more difficult which is 
consistent with research on human populations (Cao & Drasgow, 2019). 
Additionally, LLM's had a harder time faking conscientiousness. This 
may be attributed to an emphasis extraversion, as a more stereotypical 
key trait for the job description. Connecting conscientiousness to the 
provided job description would be more subtle. 

Although the LLM's had varied results, GPT-4 outperformed most of 
the student population, faking on average better than 99.6 % of the 

Table 1 
Comparison of faking ability of four LLMs to a sample of university students.  

LLM Extraversion Conscientiousness      
95 % CI       95 % CI  

M1 M2 SD2 t d dll dul %tile M1 M2 SD2 t d dll dul %tile 
Single stimulus 
ChatGPT 3.5  77.5  65.1  15.8  23.2  0.79  0.65  0.93  76.1  85.8  77.4  13.1  19.0  0.65  0.51  0.78  69.9 
Jasper  67.5  65.1  15.8  4.5  0.15  0.02  0.29  54.2  76.7  77.4  13.1  −1.6  −0.06  −0.19  0.08  44.2 
Google Bard  56.7  65.1  15.8  ¡15.7  −0.53  −0.67  −0.40  32.7  83.3  77.4  13.1  13.4  0.45  0.32  0.59  66.2 
ChatGPT-4  95.8  65.1  15.8  57.4  1.95  1.79  2.11  99.2  100.0  77.4  13.1  51.0  1.73  1.57  1.88  100.0  

Forced-choice 
ChatGPT 3.5  31.6  45.1  22.0  ¡18.2  −0.62  −0.75  −0.48  32.6  52.4  52.6  19.5  −0.3  −0.01  −0.14  0.12  45.2 
Jasper  31.6  45.1  22.0  ¡18.2  −0.62  −0.75  −0.48  32.6  52.4  52.6  19.5  −0.3  −0.01  −0.14  0.12  45.2 
Google Bard  42.1  45.1  22.0  ¡4.1  −0.14  −0.27  0.00  50.7  61.9  52.6  19.5  14.1  0.48  0.35  0.62  64.7 
ChatGPT-4  73.7  45.1  22.0  38.2  1.30  1.15  1.44  85.2  90.5  52.6  19.5  57.4  1.95  1.79  2.11  98.4 

Note. Student N = 869. LLM = language learning model. All scale scores have been converted to a 0 to 100 metric using simple linear transformations. M1 = mean LLM 
scale score. M2 = mean student scale score. SD2 = standard deviation of student scale score. d = Cohen's d. 95 % CI = 95 % confidence interval. LL = lower limit. UL =
upper limit. %tile = percentile at which LLM scale score falls in the student scale score distribution. Bold t values denote p < .001 for the one-sample t-tests. 
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student population on Likert-type measures, and 91.78 % better than the 
student population on the forced-choice measures. Single stimulus as-
sessments are relatively easy to fake; whereas practitioners often opt for 
forced-choice assessments to combat faking. The primary practical 
implication of these results is that generative AI may soon make pre-
vention of faking on noncognitive assessments in personnel selection 
much more difficult. Further testing is needed to see how the LLM's 
responses would change longitudinally, as generative AI is improved 
with additional resources (i.e., phrase-based learning, construct vari-
ety). Future research should also examine whether LLMs have more 
difficulty faking phrase-based forced-choice assessments with more than 
two options per block or whether speeding assessments (e.g., rapid 
response measurement) may defeat generative AI assistance (Meade 
et al., 2020). Additional research should also further test for the vari-
ability of answers from the LLM's when issued in the same and different 
chats. 

This study was limited by LLM availability. Only publicly accessible 
LLM's were used in this study. Paid or beta LLM's may yield significantly 
better results. This limitation was put in place to test publicly accessible 
LLM's for the general population. Additionally, all data was collected in 
June 2023. Since technology is constantly changing and improving, this 
may influence the timeliness of this data. 

5. Conclusion 

The results of this study indicate the potential effectiveness of LLM's 
in assistance with faking personality measures for SS and FC items. 
Although GPT-3.5, Jasper, and Google Bard had varied results, GPT-4 
significantly outperformed the other LLM's and previously collected 
student population. Future research is needed to continue developing an 
understanding of the impact of generative AI and LLM's in candidate 
faking opportunities on personality measures. 
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