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Abstract It has been proposed that high rates of risk-

taking in adolescence are partly attributable to patterns of

neurobiological development that promote an increase in

sensation-seeking tendencies at a time when impulse con-

trol is still developing. It is not known, however, whether

this pattern is the same for males and females. The present

study investigates sex differences in the developmental

trajectories of self-reported impulse control and sensation-

seeking between the ages of 10 and 25 using longitudinal

data from the National Longitudinal Study of Youth 1979

Child and Young Adult Survey (N = 8,270; 49 % female;

33 % Black, 22 % Hispanic, 45 % Non-Black, Non-His-

panic). Prior work has found that, consistent with the dual-

systems model of adolescent neurobiological development,

sensation-seeking rises and falls across this age span,

whereas impulse control increases into the 20s. In the

present study, we find that this same general pattern holds

for both males and females, but with some key differences.

As expected, males exhibit higher levels of sensation-

seeking and lower levels of impulse control than females.

Differences also emerged in the shapes of the develop-

mental trajectories. Females reach peak levels of sensation-

seeking earlier than males (consistent with the idea that

sensation-seeking is linked to pubertal development) and

decline in sensation-seeking more rapidly thereafter. Also,

males increase in impulse control more gradually than

females. Consequently, sex differences in both impulse

control and sensation-seeking increase with age. The

findings suggest that the window of heightened vulnera-

bility to risk-taking during adolescence may be greater in

magnitude and more protracted for males than for females.

Keywords Adolescence � Sensation-seeking � Impulse

control � Impulsivity � Dual-systems � Risky behavior �

Longitudinal

Introduction

Adolescence has long been regarded as a period of poor

decision-making and rash behavior. This perception of

adolescence is reinforced by empirical data surveying a

range of behaviors, such as illicit drug use (Monitoring the

Future 2009), reckless driving (Chen et al. 2000; National

Highway Traffic Safety Administration 2007), unsafe sex

(Finer 2010), and criminal activity (Piquero 2008). The

dual-systems model of adolescent brain development

(Casey et al. 2011; Steinberg 2008) offers an account of the

observed age-related pattern in risky behavior. According

to this model, patterns of development in two neurobio-

logical systems render adolescence a time of relatively high

sensation-seeking (the inclination to pursue exciting, novel

or emotionally intense experiences) and low impulse con-

trol (the capacity to resist an urge to act). Though this
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model has generated a good deal of research, there has

been little discussion or investigation of the possibility of

sex differences in the development of the relevant brain

systems and the behaviors that they subserve. Yet, there are

empirical and theoretical reasons to suspect sex differences

in developmental trajectories of sensation-seeking and

impulse control. The present study addresses this lacuna,

using data from a large-scale, longitudinal study of

American adolescents and young adults.

The dual-systems model of adolescent neurobiological

development views risk-taking as the product of an

imbalance between two brain systems: an incentive pro-

cessing system and a cognitive control system (Casey et al.

2008; Steinberg 2008). The incentive processing system

responds to rewarding stimuli and spurs sensation-seeking

behaviors. This system undergoes rapid change in early

adolescence, which orients the individual to ‘‘adult’’ social

motivations (like attaining social status and sexual part-

ners), and its influence rises and then falls across the

adolescent period. The cognitive control system, which

undergirds self-regulatory behavior, such as impulse con-

trol, follows a different pattern of development, increasing

in strength gradually from childhood into young adulthood.

The observed adolescent peak in risky behavior is thought

to emerge due to the remodeling and heightened activation

of the incentive processing system prior to the full matu-

ration of the cognitive control system (Steinberg 2010).

This theoretical model has received support from multiple

fields of developmental research, including behavioral

studies, neuroimaging studies, neurophysiological studies,

and animal models [see Casey et al. (2011), Spear (2013),

and Steinberg (2008) for reviews of the empirical data

supporting the dual-systems theory; see Pfeifer and Allen

(2012) for a critique of the theory; and see Strang, Chein

and Steinberg (2013) for a rejoinder to that critique].

The psychological traits of sensation-seeking and

impulse control are thought to reflect the functional status

of the incentive processing and cognitive control systems,

respectively. Both traits (high sensation-seeking and low

impulse control) appear to contribute to risk-taking

behavior (e.g. Dahlen et al. 2005; Donohew et al. 2000;

Harden et al. 2012; Quinn and Harden 2013; Zuckerman

and Kuhlman 2000). Consistent with the dual-systems

model, cross-sectional behavioral (e.g., Romer et al. 2010;

Steinberg et al. 2009) and neuroimaging studies (see Casey

et al. 2011 for a review) find evidence that sensation-

seeking rises during adolescence and then falls in early

adulthood, whereas impulse control (and similar con-

structs) increases monotonically across this same span.

Similar patterns emerge in longitudinal analyses. For

example, Harden and Tucker-Drob (2011) used data from

the same large-scale study employed in the present article

to investigate age-related patterns across adolescence and

early adulthood in impulse control and sensation-seeking.

Their analysis, which included observations spanning ages

12–25, tested several alternative models to characterize the

patterns of growth in these constructs. They found that

sensation-seeking rose in early adolescence and then

declined, whereas impulsivity (i.e., the opposite of impulse

control) fell steadily across the age range examined.

Absent from the extant literature is rigorous investiga-

tion of whether and how the development of sensation-

seeking and impulse control differs for males and females.

The fact that males outnumber females in various forms of

risky behavior [e.g., fatal accidents (Heron 2012), gam-

bling (Zuckerman and Kuhlman 2000), crime (Federal

Bureau of Investigation 2010; Moffitt et al. 2001; Shulman

et al. 2013)] is suggestive of sex differences in the levels of

traits such as sensation-seeking and/or impulse control.

And indeed, there is ample evidence of sex differences in

the levels of these traits (e.g., Cross et al. 2013; Moffitt

et al. 2013; Schmitt et al. 2008, although there are excep-

tions, e.g., Patton and Stanford 1995). For example, in two

recent meta-analyses, Cross and colleagues found that,

across studies, males scored higher than females on mea-

sures of sensation-seeking and impulsivity (Cross et al.

2011, 2013).

There are several theoretical reasons to expect sex dif-

ferences in impulse control and sensation-seeking and in

the development of neurobiological systems that underlie

their expression. One is the different evolutionary pressures

on males and females. Theories of sexual selection argue

that women value high social status in male sexual partners

because status signals the ability to provide resources and

offer protection (Ellis 1992). To attain high social status,

men often need to take risks (Wilson and Daly 1985). Thus,

high levels of sensation-seeking and low levels of impulse

control may have evolved in males as a result of the

reproductive success of men who were psychologically

predisposed to engage in the sorts of risk-taking that confer

high status. Furthermore, because risk-taking poses a threat

to the organism, it also seems plausible that the psycho-

logical predisposition toward risk-taking in males is

experience-sensitive, such that it declines once one’s social

position and/or sexual access to females is well-established

(Daly and Wilson 2001).

Evolutionary theory also provides a reason to anticipate

that sensation-seeking will increase in adolescence for

females. Even if females do not face evolutionary pressures

identical to males’ with respect to risk-taking, the remod-

eling of the incentive processing system in early adoles-

cence may, for females, facilitate the motivation to move

out of the family circle (which aids in avoiding incest) and

pursue sexual interests, both of which involve some degree

of risk (Spear 2000). The timing of this rise may not cor-

respond with the age at which today’s young women
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actually move out of their parents’ homes (although it may

have done so during earlier periods of human history).

Rather, the rise in sensation-seeking in females may cor-

respond with the transition to having more of one’s

important social interactions occur outside of the home and

placing greater emphasis on relationships with peers and

romantic partners. Thus, to the extent that a rise in sensa-

tion-seeking is indicative of developmental changes within

the incentive processing system, we would expect some

increase in this trait in adolescent females.

Furthermore, if the timing of the remodeling of the

incentive processing system is tied to puberty—and there is

growing evidence that this is the case (Dahl 2004; Forbes

and Dahl 2010; Smith et al. 2013; Steinberg et al. 2008)—

we would expect the rise in sensation-seeking to occur

earlier for females than for males, because girls on average

go through puberty about 18 months earlier than boys.

Indeed, a recent study found that pubertal development,

over and above chronological age, predicts greater reward-

seeking and sex-specific volumetric changes in the nucleus

accumbens, a brain region that is sensitive to reward

(Urošević et al. 2014). Other studies have found that,

among adolescents, higher levels of testosterone (a pubertal

hormone) predicts greater activation of brain regions sen-

sitive to reward during reward trials (relative to loss trials)

in a gambling task (Op de Macks et al. 2011). These studies

reinforce the view that pubertal development spurs changes

in the incentive processing system. To the extent that

longitudinal trajectories of sensation-seeking reflect pub-

erty-linked changes in the incentive processing system, the

pattern for girls should be shifted earlier than the pattern

for boys because of the sex difference in pubertal timing.

Moreover, if the effects of pubertal development on

incentive processing are at least partially mediated by

increases in testosterone, as suggested by Op de Macks

et al. (2011), this suggests possible sex differences in the

magnitude of incentive processing changes, as puberty is

associated with much larger rises in testosterone among

males than among females (Shirtcliff et al. 2009).

Unlike sensation-seeking, impulse control is thought to

develop relatively independently of puberty (see Smith

et al. 2013). Thus, the existence of sex differences in the

age of pubertal onset does not provide a rationale for

expecting sex differences in the development of impulse

control. As for the evolutionary perspective, the proposed

pattern of prolonged readiness for risk-taking in males

(relative to females) could be explained by low levels of

impulse control, but it could also be accounted for by high

levels of sensation-seeking. Therefore, neither evolutionary

theory nor the evidence of the developmental effects of

puberty provides a compelling rationale for predicting

slower growth or lower levels of impulse control in males

than females. Indeed, the few studies that have examined

age differences in impulse control across a wide age span

and compared males and females do not find evidence that

the rate of increase varies as a function of sex (e.g.,

Steinberg et al. 2008; Galvan et al. 2007). Also, in the

meta-analysis by Cross et al. (2011), the evidence for lower

impulse control in males was weaker than the evidence for

greater sensation-seeking. Again, however, longitudinal

research is lacking.

Finally, it is also possible that socialization processes

contribute to sex differences in the development of sensa-

tion-seeking and impulse control and in consequent risk-

taking. For instance, if bravery is more highly prized

among males than among females within a given culture,

or if exhibitions of poor impulse control are less tolerated

among females than among males, then gender-specific

reinforcement and punishment of sensation-seeking and

impulse control could produce disparities between males

and females in these traits. However, while cultural factors

may constrain the expression of psychological traits that

promote or inhibit risk-taking, it is not known whether

these cultural factors actually alter the development of

these traits. A recent study of adolescents in five different

countries did find differences in levels of ‘‘low self-con-

trol,’’ a measure that combined elements of sensation-

seeking and (low) impulse control (Vazsonyi and Belliston

2007), consistent with the notion that cultural factors can

affect the development of these traits. Still, though there

may be cultural variation in levels of sensation-seeking and

impulse control, the fact that disproportionate risk-taking

by males is seen across cultures (Wilson and Daly 1993)

suggests that there is some biological basis for sex differ-

ences in risk-taking, which may be exacerbated to different

degrees within different cultural contexts. Though we do

not, in the present study, investigate the role of culture in

producing sex differences in sensation-seeking or impulse

control, we are cognizant that cultural factors, as well as

biological factors, may have contributed to any observable

sex differences.

Current Study

The goal of the present study was to characterize sex dif-

ferences in the development of sensation-seeking and

impulse control during adolescence and early adulthood.

Based on observed sex differences in risk-taking, and prior

findings of sex differences in impulse control and sensa-

tion-seeking in cross-sectional studies, we expected to find

that males exhibit higher levels of sensation-seeking and

lower levels of impulse control than females across the full

age range examined. In addition to testing this specific

hypothesis, we conduct analyses to assess whether the

disparity between females and males in these constructs
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changes with age. Of course, many environmental and

biological factors (e.g., peer behavior, poverty, non-sex-

linked genes) may have greater influences on impulse

control and sensation-seeking than sex. We therefore

expected only modest sex differences in sensation-seeking

and impulse control—particularly with respect to differ-

ences in the shapes of the developmental trajectories (as

opposed to the levels). Even small effects, however, can

help to inform theories of behavior and may contribute to

sex disparities in morbidity and mortality when operating

across an entire population. We also predicted, based on

evidence of a link between puberty and sensation-seeking,

that males and females would differ with respect to age-

related patterns of sensation-seeking (but not impulse

control). Specifically, while we anticipated a rise in sen-

sation-seeking during early adolescence for both sexes, we

predicted that the onset or peak of this rise would occur

earlier in development for females because puberty begins

earlier among females than males. Finally, based on the

dual-systems model, we expected to find that sensation-

seeking is highest relative to impulse control during early

to mid-adolescence for both sexes.

Our analyses build on and extend those reported by

Harden and Tucker-Drob (2011), a longitudinal analysis

that drew on the same data set as the present study. There

are five key differences between our analysis and that of

Harden and Tucker-Drob: (1) we analyzed the latent

growth curves separately for males and females, in order to

test hypotheses about sex differences in the development of

these traits, (2) we considered more complicated growth

patterns (e.g., models specifying cubic patterns of growth),

(3) we included newer releases of the data, (4) we expan-

ded the age range to include the 10–11 year old age group,

to better observe the onset of adolescent patterns of growth

in sensation-seeking and impulse control, and (5) we

retained the original metrics of the scale on which sensa-

tion-seeking and impulse control were measured rather

than reporting standardized residuals, in order to directly

compare levels of sensation-seeking and impulse control.

Methods

Sample

Data from the National Longitudinal Study of Youth 1979

Child and Young Adult Survey (CNLSY) were analyzed.

CNLSY respondents are the biological children of women

surveyed in the NLSY79, a longitudinal study that began in

1979, when the NLSY79 sample was 14–22 years old (see

www.bls.gov/nls/nlsy79.htm for details). The CNLSY

includes a large sample followed longitudinally across

adolescence and early adulthood, which makes it an

optimal data set in which to address our research questions.

Our sample consisted of 8,270 individuals in the CNLSY

(49 % female, 33 % Black, 22 % Hispanic, 45 % Non-

Black, Non-Hispanic) who provided data on impulse con-

trol and sensation-seeking at least once during the biennial

surveys that took place between 1994 and 2010. The

response rate was 95 % at the initial survey and retention

was high (about 90 %) through 2006 [see Harden and

Tucker-Drob (2011) and Quinn and Harden (2013) for

further detail on missing data]. For our analysis, we

focused on responses recorded at ages 10 through 25.

Because respondents were surveyed biennially, data were

organized by age in 2-year groupings (see Table 1). Of the

eight potential measurement occasions within this age

span, most participants provided data for four (30.4 %) or

five (30.0 %) (M = 3.42, SD = 1.28). Smaller percentages

provided data at one (2.6 %), two (10.3 %), or six (8.3 %)

measurement occasions, and none provided data on more

than six occasions. Our statistical analyses included data

from all the selected respondents, regardless of the number

of waves in which they participated. This is appropriate

because our statistical models are estimated using full

information maximum likelihood estimation (FIML),

Table 1 Descriptive statistics

Variable N Min. Max. Mean (or %) SD

Maternal birth age 8,270 12 43 25.70 5.57

Family income (log) 7,469 3.76 12.18 9.82 1.03

Maternal intelligence 7,918 1 99 34.97 27.36

Maternal education 8,239 0 20 12.35 2.48

Female (%) 8,270 48.92

Hispanic (%) 8,270 22.06

Black (%) 8,270 32.64

IC age 10–11 3,448 1 4 2.65 0.67

IC age 12–13 4,936 1 4 2.61 0.64

IC age 14–15 5,647 1 4 2.61 0.59

IC age 16–17 4,640 1 4 2.66 0.55

IC age 18–19 3,075 1 4 2.73 0.57

IC age 20–21 2,474 1 4 2.80 0.56

IC age 22–23 2,023 1 4 2.83 0.56

IC age 24–25 1,864 1 4 2.84 0.57

SS age 10–11 3,419 1 4 2.46 0.70

SS age 12–13 4,950 1 4 2.61 0.70

SS age 14–15 5,644 1 4 2.71 0.64

SS age 16–17 4,632 1 4 2.69 0.57

SS age 18–19 3,069 1 4 2.66 0.60

SS age 20–21 2,474 1 4 2.63 0.58

SS age 22–23 2,021 1 4 2.62 0.56

SS age 24–25 1,863 1 4 2.59 0.55

IC impulse control, SS sensation-seeking

4 J Youth Adolescence (2015) 44:1–17

123

http://www.bls.gov/nls/nlsy79.htm


which takes advantage of all available data to yield more

precise estimates and reduce bias due to missing data

(Raykov 2005). To aid in this estimation, our models

incorporated control variables that are correlated with data

missingness (as described below).

Measures

Sociodemographic Variables

Sex was used as an independent variable in our models

except in sex-specific analyses. We also controlled for

respondent’s race [categorized as Black, Hispanic, or nei-

ther (the reference category)] as well as the age of the

respondent’s mother when the respondent was born

(maternal birth age). Several other characteristics of

respondents’ mothers were used to gauge socioeconomic

status. These were maternal income at age 30, which

included wages and government support (log-transformed);

maternal educational attainment at age 30; and maternal

intelligence, assessed in 1980 using the Armed Services

Vocational Aptitude Battery (specifically, a composite

score for word knowledge, paragraph comprehension, math

knowledge, and arithmetic reasoning). (For purposes of

analysis, the percentile scores from this measure were

centered on their mean and divided by 10.) Continuous

variables were centered on their means for analysis. See

Table 1 for descriptive statistics.

To the extent that these covariates were correlated with

data ‘‘missingness,’’ they helped to reduce bias due to

missing data in the full information maximum likelihood

estimation of our statistical models. Maternal birth age

was an especially important correlate of data missingness

because respondents born to younger mothers were able to

contribute more data to the study. To illustrate, imagine

two respondents whose mothers were born in 1960. One

respondent, born in 1998 (when her mother was 38 years

old), would have had the opportunity to provide responses

only at age 10 (during the 2008 data collection) and age

12 (during the 2010 data collection), whereas a second

respondent, born in 1985 (when her mother was 25 years

old), would have had the opportunity to provide data eight

times—every other year from age 11 (during the 1996

data collection) to 25 (during the 2010 data collection).

The correlation between maternal birth age (i.e., the age

of the respondent’s mother when the respondent was born)

and number of waves of data provided was r = -.21,

p\ .001. Number of waves of participation was also

associated (albeit much more weakly) with maternal

income (r = -.04, p\ .001) and maternal educational

attainment (r = -.03, p\ .01), but not with maternal

intelligence or race/ethnicity.

Impulse Control and Sensation-Seeking

We operationalized the key constructs using the same vari-

ables as Harden and Tucker-Drob (2011). Impulsivity was

assessed with three items: (1) ‘‘I often get in a jam because I

do things without thinking,’’ (2) ‘‘I think that planning takes

the fun out of things,’’ and (3) ‘‘I have to use a lot of self-

control to keep out of trouble.’’ Sensation-seeking was also

assessed with three items: (1) ‘‘I enjoy taking risks,’’ (2) ‘‘I

enjoy new and exciting experiences, even if they are a little

frightening or unusual,’’ and (3) ‘‘Life with no danger in it

would be too dull for me.’’ These six items for impulsivity

and sensation-seeking, respectively were included in the

self-administered assessment and were rated on a 4-point

scale ranging from strongly agree to strongly disagree. The

three items comprising each scale were averaged. We

reverse-coded scores for impulsivity so that higher scores

indicated greater impulse control.

Prior analysis of data from this study indicates that these

six items represent two distinct constructs, and that the two

scales they form are correlated with measures of risky

behavior in the expected directions: positively for sensa-

tion-seeking and negatively for impulse control. Specifi-

cally, a slower decline in sensation-seeking (after age 15) is

associated with increasing use of alcohol, and slower

growth in impulse control is associated with increasing use

of alcohol, marijuana and cigarettes (Quinn and Harden

2013). Also, upward change in sensation-seeking is cor-

related with upward change in delinquency (Harden et al.

2012). These findings provide evidence of the predictive

validity of the measures. Furthermore, as reported by

Harden and Tucker-Drob (2011), the measure of impulse

control is significantly correlated with concurrent measures

of the ‘‘Big Five’’ personality traits of Conscientiousness

(r = .28) and Emotional Stability (i.e., low Neuroticism,

r = .32), assessed with the Ten-Item Personality Inventory

(Gosling et al. 2003), which suggests that it exhibits con-

vergent validity with related constructs.

The impulse control and sensation-seeking scales

exhibited an acceptable degree of model fit and measure-

ment invariance across age group and sex. [Responses from

the most recent complete wave of data collection

(N = 6,988) were used to assess model fit and measure-

ment invariance.] Confirmatory factor analyses (conducted

separately for each construct), in which the impulse control

or sensation-seeking items served as indicators of a latent

factor, and in which item variances were constrained to be

equal (because, otherwise, the models are exactly identified

and do not yield fit statistics), found that model fit was

acceptable for both measures according to the Confirma-

tory Fit Index (CFI) and Root Mean Square Error of

Approximation (RMSEA), commonly used measures of
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model fit that are explained further in the Analytic Plan:

Dv2 (2) = 36.37, p\ .001, CFI = .97, RMSEA = .05 for

impulse control; and Dv2 (2) = 10.26, p\ .01,

CFI = 1.00, RMSEA = .02 for sensation-seeking. Mea-

surement invariance was established by estimating confir-

matory factor analyses for impulse control and sensation-

seeking (separately) while treating age group and then sex

(serially) as different groups to be compared. In the unre-

stricted models, the factor loadings were allowed to vary

across age group or sex; in the restricted models, the

loadings were constrained to be equal across age group or

sex. The restricted models did not fit worse than the

unrestricted models, a result that indicates measurement

invariance [for age group invariance, Dv2 (20) = 23.24,

p = ns for impulse control and Dv2 (20) = 53.39, p = ns

for sensation-seeking; for sex invariance, Dv2 (2) = 4.60,

p = ns for impulse control and Dv2 (2) = 2.52, p = ns for

sensation-seeking].

Analytic Plan

To address our research questions, we analyze the data in

five steps:

1. We provide basic descriptive information on impulse

control and sensation-seeking by age and sex.

2. We test a series of latent growth curve models in order

to examine whether the functional form of change in

impulse control and sensation-seeking differs for males

and females.

3. We assess the degree to which the trajectories of

impulse control and sensation-seeking vary by sex.

4. We further characterize how the gap between males

and females in each construct change with age.

5. We estimate the degree to which the gap between the

level of sensation-seeking and the level of impulse

control varies by age, within each sex.

All our statistical models were estimated in Mplus

version 5.21 (Muthén and Muthén 2009), using full infor-

mation maximum likelihood. Because some of the covar-

iates (especially maternal birth age) were known to be

correlated with data missingness, we included the covari-

ates in all the models to help assure accurate estimation.

Also, because some participants were siblings, who might

provide more similar responses than would non-siblings,

our models adjust for the non-independence of observa-

tions ‘‘clustered’’ within families (Asparouhov and Muthen

2006). Our models were estimated using the MLR esti-

mator in Mplus, which is appropriate for clustered data. As

a result, when we compared nested models to test our

hypotheses, we used the Satorra-Bentler scaled Chi square

difference test, which is the recommended approach for

models estimated with MLR (Muthén and Muthén 2009).

Results

Sex Differences in the Marginal Means of Impulse

Control and Sensation-Seeking

Descriptive statistics for the study variables are reported in

Table 1. Marginal means for impulse control and sensa-

tion-seeking (adjusted for the control variables) are repor-

ted in Fig. 1a. To obtain the estimates of the marginal

means, we regressed each observed measure of impulse

control and sensation-seeking (simultaneously) on the

control variables with no other structure imposed. The

effect of sex (i.e., the effect of being female relative to

male) was significant for every 2-year age grouping.

Marginal means by sex are reported in Table 2 and Fig. 1b,

c. At every age, females were significantly higher in

impulse control and lower in sensation-seeking (see

Fig. 1b, c). The magnitude of the difference was relatively

modest, ranging from 0.08 to 0.17 standard deviations for

impulse control and from -0.09 to -0.22 standard devia-

tions for sensation-seeking.

To test whether these sex differences varied by age, we

compared the freely estimated marginal means models to

models in which the effect of sex on the repeated measures

of impulse control or sensation-seeking was constrained to

be equal across all age groups. For both impulse control

and sensation-seeking, this omnibus test indicated that the

magnitude of the sex difference varied across age [scaled

Dv2 (7) = 33.37, p\ .001 for impulse control; scaled Dv2

(7) = 38.17, p\ .001 for sensation-seeking]. Visual

inspection of the marginal means suggested that the sex

differences increased with age, at least after early adoles-

cence. To test whether this was the case, we compared the

fully constrained models (sex differences equal for every

age) to models that allowed the sex difference to be dif-

ferent for the 18–25 year olds than for the 10–17 year olds.

In both cases, this model fit better than the fully con-

strained model, indicating that, for both impulse control

and sensation-seeking, the estimated effect of sex was

greater for the 18–25 age range than for the 10–17 age

range [Byounger = 0.10 (SE = 0.01) versus Bolder = 0.16

(SE = 0.01), scaled Dv2 (1) = 14.97, p\ .001, for

impulse control; Byounger = -0.14 (SE = 0.01) versus

Bolder = -0.21 (SE = 0.01), scaled Dv2 (1) = 25.12,

p\ .001, for sensation-seeking], suggesting that sex dis-

parities do increase with age.

Sex-Specific Growth Curve Models

Our next aim was to estimate whether the functional form

of change in impulse control and sensation-seeking dif-

fered by sex. To find out, we estimated series of latent

growth curve models (McArdle and Nesselroade 2002),
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each specifying a different possible form of growth. The

series of models specified included no growth (intercept

only), linear growth (intercept and slope), quadratic growth

(which allows for a single change in the rate of growth),

cubic growth (which allows for two changes in the rate of

growth), and latent basis (which does not impose a shape,

but rather allows for data-driven estimation of the shape of

the growth curve). The results are reported in Table 3 and

the formulae for these models are presented in the sup-

plementary materials.

Critically, the series of models was estimated separately

not only for each construct but also for each sex. To select

the best fitting model in each series, we examined several

widely-used fit statistics (reported in Table 3) and, where

we could compare nested models to determine whether we

could use a more parsimonious model (one with fewer

freely estimated parameters and more degrees of freedom)

without significantly hurting model fit, we did so. The fit

statistics examined include the Confirmatory Fit Index

(CFI), for which values closer to 1 and farther from 0

indicate better fit; the sample size adjusted Bayesian

Information Criterion (SABIC), for which smaller values

indicate a better balance of fit and parsimony; and the root

mean square error of approximation (RMSEA), for which

values closer to zero indicate a closer fit between the

estimated and observed values. We also report, for each

model, the Chi square statistic, the degrees of freedom, and

the scaling correction factor for MLR, which are necessary

to conduct Satorra-Bentler Chi square difference tests.

When we encountered errors with model convergence

suggestive of overfitting (i.e., too few model constraints),

we proceeded by estimating models in which the residual

variance term for the highest order growth parameter was

fixed to zero, which imposes the assumption that the value

of the that parameter is the same for all individuals. In all

these models, the latent growth parameters (e.g., the level,

slope, etc.) were regressed on the control variables.

For females, the (unrestricted) cubic models for impulse

control and sensation-seeking did not converge properly, so

estimates are not reported; the cubic models in which the

residual variance term for the cubic parameter was fixed at

zero (c@0) converged without error. For nested models, we

conducted Chi square difference tests to assess which one fit

best. For males, scaled Chi square difference tests indicated

that the (more parsimonious) cubic c@0 model did not fit

worse than the cubic model [Dv2 (4) = 5.39, p = ns, for

impulse control; Dv2 (4) = 8.04, p = ns, for sensation-

seeking], so the c@0 models were selected. For all four

series, Chi square difference tests indicated that the (even

more parsimonious) quadratic models fit significantly worse

than the cubic c@0 models [Dv2 (7) = 25.57, p\ .001,

scaled Dv2 (7) = 87.83, p\ .001, Dv2 (7) = 34.94,

p\ .001, Dv2 (7) = 121.58, p\ .001, for males’ impulse

control, females’ impulse control, males’ sensation-seeking,

and females’ sensation-seeking, respectively]. Consistent

with the Chi square difference tests, with only one exception,

the fit statistics for all the series pointed to the cubic models

as the best-fitting. None of the fit statistics favored the latent
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Fig. 1 a Estimated marginal means (EMMs) for impulse control and

sensation-seeking (adjusted for control variables and sex). Error bars

represent standard errors. b EMMs by sex for impulse control.

c EMMs by sex for sensation-seeking. As noted in Table 2, the

differences between males’ and females’ EMMs (in b, c) are

significant at every age
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basis models. Together, these analyses led us to conclude

that the cubic models (with the residual variance in the cubic

parameter fixed to zero) best described the formof growth for

impulse control and sensation-seeking for both sexes. The

specification of these models is depicted visually in Fig. 2.1

The average trajectories described by the cubic models

for impulse control and sensation-seeking for males and

females are graphed in Fig. 3. Cubic models can accom-

modate two changes of direction or velocity. In the case of

impulse control, for both sexes the average trajectory was

one in which impulse control fell slightly from age 10–11

to a nadir in early adolescence and then rose through age

25, with the rate of growth tapering off near the high end of

the age range. For sensation-seeking a different pattern was

observed. For both males and females, sensation-seeking

rose steeply from age 10–11 to late adolescence and then

fell off in early adulthood. The decline in sensation-seeking

in early adulthood appeared to be more pronounced for

females than for males.

Sex Differences in Trajectories of Impulse Control

and Sensation-Seeking

Having established that a cubic pattern of growth best

characterized the functional form of growth for sensation-

seeking and impulse control for both males and females,

our next step was to estimate the degree to which males and

females differed in their average trajectories of impulse

control and sensation-seeking. To do so, we estimated a

bivariate cubic growth model for the combined sample

(males and females) and regressed the latent growth

parameters on sex (as well as on the control variables),

enabling us to quantify the sex differences in the growth

parameters, and hence the trajectories, of these constructs.

This model included both sets of dependent variables (the

repeated measures of impulse control and sensation-seek-

ing). We allowed all covariances between the latent growth

parameters (except the cubic ones, which had no variance)

to be freely estimated and allowed the concurrent measures

of impulse control and sensation-seeking to co-vary as

well. The key estimates from this model, which provided a

close fit to the data [Dv2 (155) = 227.60, p\ .001,

CFI = 0.99, RMSEA = 0.008], are reported in Table 4. A

full reporting of the model estimates is available in the

Table 2 Changes with age in the magnitude of the sex differences in impulse control and sensation-seeking

Age Marginal means Effect of sex on level, centered at each age

Male Female Sex difference B LCI UCI b

B LCI UCI B LCI UCI b

Impulse control

10–11 2.65 2.59 2.71 2.79 2.74 2.84 0.12*** 0.16 0.12 0.20 0.22***

12–13 2.59 2.55 2.63 2.71 2.67 2.76 0.09*** 0.11 0.08 0.13 0.17***

14–15 2.57 2.54 2.61 2.68 2.65 2.72 0.08*** 0.09 0.06 0.11 0.13***

16–17 2.63 2.59 2.66 2.71 2.68 2.75 0.08*** 0.09 0.07 0.11 0.13***

18–19 2.70 2.66 2.75 2.80 2.75 2.84 0.10*** 0.11 0.09 0.14 0.16***

20–21 2.70 2.65 2.76 2.94 2.89 2.99 0.13*** 0.14 0.12 0.17 0.19***

22–23 2.74 2.68 2.81 2.93 2.88 2.99 0.16*** 0.17 0.14 0.20 0.22***

24–25 2.79 2.71 2.87 2.99 2.91 3.06 0.17*** 0.19 0.15 0.24 0.21***

Sensation-seeking

10–11 2.54 2.48 2.60 2.34 2.28 2.40 -0.11*** -0.16 -0.20 -0.11 -0.16***

12–13 2.73 2.68 2.78 2.59 2.54 2.63 -0.09*** -0.12 -0.15 -0.10 -0.16***

14–15 2.84 2.80 2.88 2.72 2.69 2.76 -0.10*** -0.12 -0.15 -0.10 -0.16***

16–17 2.86 2.82 2.90 2.72 2.68 2.76 -0.13*** -0.14 -0.17 -0.12 -0.18***

18–19 2.90 2.85 2.95 2.71 2.67 2.76 -0.14*** -0.17 -0.20 -0.15 -0.21***

20–21 2.88 2.83 2.93 2.65 2.60 2.70 -0.18*** -0.21 -0.24 -0.18 -0.25***

22–23 2.88 2.82 2.94 2.61 2.56 2.66 -0.21*** -0.23 -0.26 -0.21 -0.28***

24–25 2.83 2.77 2.89 2.57 2.50 2.64 -0.22*** -0.24 -0.28 -0.20 -0.27***

LCI and UCI refer to the lower and upper bounds of the 95 % confidence interval. Marginal means are the estimated means of the variables after

adjusting for the control variables. The estimated effect of sex on level is the effect of sex (male = 0, female = 1) on the overall level of the

growth trajectory in the full model (including both impulse control and sensation-seeking) when it is centered at the age group listed in the row

*** p\ .001

1 When these series of analyses were run as unconditional models

(omitting the control variables) the results still favored the cubic

models (results available upon request).
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supplementary materials. To formally test whether the

effects of sex on the growth parameters were significant,

we examined the change in Chi square when the effects of

sex were constrained to be zero (i.e., specifying no dif-

ference between males and females) versus when these

effects were freely estimated. A significant increase in the

Chi square statistic when the effect of sex is constrained to

be zero indicates that the effect is significant.

Sex Differences in the Trajectory of Impulse Control

On average, females’ impulse control, centered at age

18–19, was substantially greater (by about 0.16 SD) than

that of males. Growth in impulse control and acceleration

in the rate of growth was significantly faster for females

than males, as indicated by significant effects of sex on the

linear and quadratic latent growth parameters. The effects

of sex were modest, however, accounting for only 3, 4, and

1 % of the variation in the intercept, slope, and quadratic

terms, respectively (over and above the control variables).

When the effects of sex on the slope, quadratic, and cubic

parameters for impulse control were set to zero, model fit

was significantly worse [Dv2 (3) = 29.99, p\ .001], con-

firming that the shape of the trajectory (not just its level)

varied significantly by sex.

Sex Differences in the Trajectory of Sensation-Seeking

Males were higher overall than females in sensation-

seeking (by 0.21 SD at age 18–19). The shapes of the

Table 3 Model fit comparisons for impulse control (IC) and sensation-seeking (SS)

v2 DF p Scaling CFI SABIC RMSEA

IC male

No growth 475.22 76 .0000 1.040 .67 106,264 .035

Linear 147.92 67 .0000 1.040 .93 105,969 .017

Quad 85.15 57 .0092 1.041 .98 105,956 .011

Cubic c@0 59.94 50 .1586 1.044 .99 105,966 .007

Cubic 54.55 46 .1813 1.045 .99 105,981 .007

Latent basis 132.38 61 .0000 1.024 .94 105,982 .017

IC female

No growth 720.29 76 .0000 1.061 .58 101,372 .046

Linear 246.76 67 .0000 1.050 .88 100,913 .026

Quad 144.58 57 .0000 1.047 .94 100,856 .019

Cubic c@0 56.75 50 .2380 1.047 1.00 100,800 .006

Cubic [error]

Latent basis (s@0) 190.70 63 .0000 1.045 .92 100,874 .022

SS male

No growth 542.78 76 .0000 1.061 .79 106,483 .038

Linear 281.60 67 .0000 1.057 .90 106,251 .028

Quad 99.58 57 .0004 1.053 .98 106,110 .013

Cubic c@0 64.64 50 .0798 1.053 .99 106,109 .008

Cubic 56.56 46 .1368 1.052 1.00 106,121 .007

Latent basis 120.05 61 .0000 1.049 .97 106,110 .015

SS female

No growth 691.65 76 .0000 1.095 .72 101,653 .045

Linear 549.80 67 .0000 1.101 .78 101,546 .042

Quad 229.01 57 .0000 1.097 .92 101,243 .027

Cubic c@0 111.57 50 .0000 1.103 .97 101,151 .017

Cubic [error]

Latent basis 246.05 61 .0000 1.053 .92 101,231 .027

DF degrees of freedom, CFI Comparative Fit Index, SABIC Sample-Size Adjusted Bayesian Information Criterion, RMSEA Root Mean Square

Error of Approximation. The best fit statistic value in each column for a series is bolded. C@0 indicates that the cubic parameter’s residual

variance was fixed at zero. S@0 indicates that the slope parameter’s residual variance was fixed at zero. The ‘‘[error]’’ statement designates

models that yielded out-of-range estimates (i.e., had convergence errors). The model values in italics represent the form of change that was

selected as optimal
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female and male trajectories also differed, as evidenced by

significant sex differences in the slope and cubic parame-

ters. The estimates suggest that females (on average)

experience a more dramatic decline in sensation-seeking in

the transition from adolescence to early adulthood. Com-

parison to a model that posited no effect of sex revealed

that these sex differences accounted for 3, 4, and 0 % of the

variation in the intercept, slope, and quadratic terms

respectively (over and above the control variables). When

the effects of sex on the slope, quadratic, and cubic

parameters for sensation-seeking were set to zero, model fit

was significantly worse [Dv2 (3) = 37.62, p\ .001], again

confirming that the shape of the trajectory (not just its

level) varied significantly by sex.

Sex Differences in Impulse Control and Sensation-

Seeking by Age

Next, we wanted to examine how the gap between males

and females in each construct changed with age. To do so,

we first iteratively re-centered the growth models at each

2-year age grouping and assessed the estimated effect of

sex (the difference between the female and male estimate)

on the level of the construct at that age. Then, we formally

evaluated whether the estimated effects of sex on the levels

of the dependent variables differed at each age. This was

accomplished by fixing the estimated effect of sex on the
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Fig. 3 Estimated trajectories for impulse control (IC; solid lines) and

sensation-seeking (SS; dashed lines) for females (grey lines) and

males (black lines). The estimates for these four trajectories are

derived from four separate cubic models (c@0)

Fig. 2 Simplified representation of the cubic c@0 model. For clarity

of presentation, only the first three and the final age group (time point)

are depicted. Rectangles represent observed variables and ovals

represent latent variables. Single-headed arrows represent regression

parameters. The labels on the regression lines represent the weights

assigned to them in this model. The circles labeled ‘‘eL,’’ ‘‘eS,’’ and

‘‘eQ’’ represent the residual variance terms for the latent level, slope

and quadratic terms, respectively. Because the cubic term’s residual

variance was fixed at zero, it is not represented in this figure. The

observed measure of the dependent variable (DV) at each time point

also has a corresponding error variance term, though these are not

depicted. Double-headed arrows represent covariance terms
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level at one age (e.g., age 14–15) to the value estimated for

another age (e.g., age 16–17) and testing whether doing so

significantly reduced the model’s fit. In this series of

analyses, a significant decrement in model fit indicated that

the effect of sex on the level differed for the two ages being

compared.

The results (reported on the right side of Table 2) sug-

gested that the disparity between males and females in the

levels of sensation-seeking and impulse control was

smallest during mid-adolescence (around age 14–15 or

16–17) and grew thereafter, with males becoming pro-

gressively higher in sensation-seeking and lower in impulse

control than females. Rather than conduct pairwise com-

parisons of the sex difference in each construct at every

age (which would require 56 comparisons), we tested

(a) whether the sex difference in the level of each construct

at age 14–15 was different from that at age 16–17 (because

the sex difference was smallest at these two ages), and

(b) whether the sex difference at age 14–15 was different

from that at the extreme ends of the age range (age 10–11

and age 24–25). This second analysis revealed whether the

apparent changes in the magnitude of the sex difference

across the age span sampled—i.e., the shrinking and

growing of the sex differences—were significant.

Table 4 Bivariate latent

growth curve model for impulse

control (IC) and sensation-

seeking (SS): effects of sex

‘‘ON’’ signifies a regression

(dependent regressed ON

independent variable); ‘B’

refers to an unstandardized and

‘b’ to a standardized coefficient;

LCI and UCI refer to the lower

and upper bounds of the 95 %

confidence interval. Age was

centered at 18–19 and sex was

coded male = 0, female = 1

* p\ .05; *** p\ .001;

bolded standardized covariances

are significant at p\ .05 or less

Parameter B LCI UCI b

Effects of sex

IC level ON sex 0.114*** 0.089 0.138 0.157

IC slope ON sex 0.028*** 0.014 0.041 0.188

IC quad. ON sex 0.004* 0.000 0.008 0.085

IC cubic ON sex -0.001 -0.003 0.000 -0.588

SS level ON sex -0.174*** -0.198 -0.149 -0.211

SS slope ON sex -0.034*** -0.047 -0.020 -0.213

SS quad. ON sex -0.001 -0.005 0.003 -0.023

SS cubic ON sex 0.002* 0.000 0.003 0.345

Intercepts

IC level 2.681*** 2.656 2.707

IC slope 0.056*** 0.043 0.069

IC quad. 0.000 -0.004 0.004

IC cubic -0.003*** -0.004 -0.001

SS level 2.883*** 2.858 2.909

SS slope -0.010 -0.024 0.004

SS quad. -0.011*** -0.015 -0.007

SS cubic 0.003*** 0.002 0.005

Residual variances

IC level 0.123*** 0.113 0.132

IC slope 0.005*** 0.004 0.006

IC quad. 0.001*** 0.000 0.001

IC cubic –

SS level 0.135*** 0.125 0.146

SS slope 0.006*** 0.005 0.007

SS quad. 0.001*** 0.000 0.001

SS cubic –

IC level IC slope IC quad. SS level SS slope SS quad.

Standardized covariances among growth parameters

IC level 1

IC slope 0.18 1

IC quad. 20.48 0.30 1

SS level 20.38 -0.02 0.24 1

SS slope 0.09 20.18 -0.01 0.09 1

SS quad. 0.19 0.01 20.40 20.55 0.03 1
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First, to assess whether the sex difference in the level

of impulse control was the same at age 14–15 and age

16–17, we fixed the estimated effect of sex on the level at

age 16–17 equal to 0.086, the estimated value of that

parameter in the model in which age was centered at

14–15. Because fixing this parameter did not result in a

decrement in model fit [Dv2 (1) = 0.27, p = ns], we

could conclude that the effect of sex on the level of

impulse control was not significantly different at these

two ages. A parallel test for sensation-seeking yielded a

similar result: the sex difference in the level at age 16–17

was not significantly different from that at age 14–15

[Dv2 (1) = 2.73, p = ns].

Having established that the estimated effects of sex on

the levels of impulse control and sensation-seeking at age

14–15 were not different from those at age 16–17, we next

tested whether they were different from those at age 10–11.

For both impulse control [Dv2 (1) = 35.26, p\ .001] and

sensation-seeking [Dv2 (1) = 6.00, p\ .05], the magni-

tude of the difference between males and females at age

10–11 was significantly greater than at age 14–15. We used

a similar approach to test whether the magnitude of the sex

differences in impulse control and sensation-seeking at age

24–25 was significantly greater than at age 14–15. The Chi

square difference tests suggested that this was the case for

both impulse control [Dv2 (1) = 66.78, p\ .001] and

sensation-seeking [Dv2 (1) = 77.22, p\ .001]. Thus,

while females are higher than males in impulse control

across the full age range tested, and males are higher than

females in sensation-seeking across the full age range

tested, the magnitude of these gender gaps shrinks from

preadolescence to mid-adolescence and then grows from

mid-adolescence to early adulthood.

Next, we further explored the nature of the sex differ-

ences in the estimated average trajectories of impulse

control and sensation-seeking by running linear latent

growth curve models on restricted age ranges. These

models tested whether apparent sex differences in the rates

of change in sensation-seeking and impulse control across

certain age spans were statistically significant.

Sex Differences in the Rise and Fall of Sensation-Seeking

Visual inspection of the average estimated trajectories for

sensation-seeking for males and females suggested that the

rise in sensation-seeking in adolescence (across ages

10–17) was similar for the two sexes, but that, during early

adulthood, the decline in levels of sensation-seeking was

more pronounced for females than for males. To test

whether this was the case, we estimated two linear latent

growth curve models (level and slope only), one that

included the observations of sensation-seeking and impulse

control between ages 10–11 and 16–17, and another that

included the observations of these variables between ages

18–19 and 24–25. By examining the effects of sex on the

slopes in these models, we were able to formally assess

whether there were sex differences in the rate of increase in

sensation-seeking in adolescence or in the rate of decline in

sensation-seeking in early adulthood. Between ages 10 and

17, the effect of sex on the slope was not significant

[Bsex = 0.003, SE = 0.008, p = ns], meaning that the rate

of growth in sensation-seeking was equivalent for males

and females during this age span. However, between 18

and 25, there was a significant effect of sex on the slope

[Bsex = -0.023, SE = 0.009, p\ .01], indicating that the

rate of decline in sensation-seeking was more rapid for

females than for males during this age span.

Sex Differences in the Fall and Rise of Impulse Control

Finally, visual inspection of the average estimated trajec-

tories of impulse control for males and females suggested

that levels of this construct fell slightly from age 10–11 to

age 14–15 and then rose monotonically thereafter through

age 24–25. To test whether there were sex differences in

these patterns, we estimated two more linear latent growth

curve models: one on the observations between 10 and

15 years and one on the observations between 16 and 25.

Between 10 and 15, the rate of decline in impulse control

was not significantly less than zero for males [Bslope =

-0.023, SE = 0.013, p[ .05], but was more negative for

females than for males [Bsex = -0.029, SE = 0.012,

p\ .05]. Consequently, we reversed the coding of sex in

order to be able to test whether the rate of decline in

impulse control between 10 and 15 was significantly neg-

ative for females; the resulting model revealed that it was

[Bslope = -0.052, SE = 0.013, p\ .001]. The model

positing linear growth between 16 and 25 revealed that the

rate of increase in impulse control during this age span was

positive for males [Bslope = 0.045, SE = 0.006, p\ .001],

but more so for females [Bsex = 0.028, SE = 0.006,

p\ .001]. So, while females experience a modest decline

in impulse control between ages 10 and 15—a drop that is

not significant for males—they also outpace males in the

development of impulse control between ages 16 and 25.

Age Differences in the Gap Between Sensation-Seeking

and Impulse Control, by Sex

Because we were also interested in delineating the window

of vulnerability for risk-taking, we next estimated the

degree to which the gap between the level of sensation-

seeking and the level of impulse control varied by age,

within each sex. To explore this, we iteratively re-centered

the latent growth curve models (using the full age range) at

each 2-year age grouping, but this time we ran the models
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separately by sex. Then, we identified the point(s) at which

sensation-seeking was maximal relative to impulse control

by constraining the levels of each construct (at a given age)

to be equal to one another in each model and assessing the

decrement in model fit compared to the unconstrained

model. To the extent that being high sensation-seeking

relative to impulse control confers risk for reckless

behavior, this final set of analyses helps to delineate the

window of greatest vulnerability for risk-taking for each

sex.

Examination of the marginal means and estimated growth

trajectories for females suggested that sensation-seeking was

higher than impulse control at ages 14–15 and 16–17, but

just barely. Our formal test revealed that, for females, the

level of sensation-seeking was not significantly higher than

that of impulse control at either age 14–15 [Dv2 (1) = 1.00,

p = ns] or 16–17 [Dv2 (1) = 0.19, p = ns]. In contrast, at

the ages adjacent to 14–17, levels of impulse control were

significantly higher than levels of sensation-seeking for

females [Dv2 (1) = 14.46, p\ .001 at age 12–13 and Dv2

(1) = 15.32, p\ .001 at age 18–19]. At all other ages, the

levels of impulse control were higher still than the levels of

sensation-seeking. In sum, for females, there was no age at

which sensation-seeking was significantly higher than

impulse control, but for the period spanning 14–17, the

levels of the two constructs were equivalent. This age period

(between 14 and 17) therefore represents the time of peak

vulnerability to risk-taking among females.

For males, at every age but 10–11, levels of sensation-

seeking were higher than levels of impulse control. We

pinpointed the period of males’ peak vulnerability to risk-

taking (defined as maximal difference between levels of

sensation-seeking and impulse control [where sensation-

seeking[ impulse control]) by constraining the estimated

values for the levels of the two constructs to be equal at

each age (except 10–11) and identifying the point at which

doing so produced the greatest decrement in model fit. This

series of tests revealed that the window of heightened

vulnerability to risk-taking opened at age 12–13 (when

sensation-seeking levels were first found to be significantly

higher than levels of impulse control), peaked at age

16–17, and closed at age 24–25, the only age (other than

10–11) at which the Chi square difference test indicated

that the level of sensation-seeking was not significantly

higher than the level of impulse control [Dv2 (1) = 3.45,

p = ns] for males. Between ages 12–13 and 22–23, the Chi

square differences on one degree of freedom were: 24.69

(age 12–13), 99.64 (age 14–15), 121.38 (age 16–17), 65.97

(age 18–19), 23.46 (age 20–21), and 9.73 (age 22–23), all

ps\ .001, except age 22–23 for which p\ .01. In other

words, the window of heightened vulnerability to risk-

taking appears to be open wider and for a longer period for

males than for females.

Discussion

It is widely observed that adolescence is a time of increased

risk-taking. In recent years, scientists have made significant

strides toward understanding this phenomenon. The dual-

systems model, which attributes adolescent risk-taking to a

temporary imbalance during this period between the

brain’s responsiveness to reward and its ability to restrain

impulses, has proved to be a useful and generative heuristic

for explaining the rise and fall of risk-taking propensity

across the transition from adolescence to adulthood.

However, insufficient attention has been paid to sex dif-

ferences in the mechanisms that contribute to adolescent

risky behavior, which is surprising given the theoretical

and empirical reasons to expect to find sex differences in

these mechanisms (e.g., different pubertal timing, different

evolutionary pressures, and sex differences in many forms

of real-world risk-taking).

The study’s findings support both a dual-systems model

of adolescent development and evolutionary theories about

sex differences in the propensity to take risks. Patterns of

development in sensation-seeking and impulse control are

distinct: both males and females evince a rise and fall in

sensation-seeking across development compared to a rela-

tively steady increase in levels of impulse control after

early adolescence. This finding is consistent with the

proposition of the dual-systems model that the incentive

processing and cognitive control systems undergo disparate

courses of development (Harden and Tucker-Drob 2011).

We also find that levels of sensation-seeking are higher,

and levels of impulse control lower, among males than

females across the full age span examined. Therefore, to

the extent that relatively high sensation-seeking and rela-

tively low impulse control contribute to willingness to

engage in risky behavior, our results are also aligned with

evolutionary theories that posit that male adolescents and

young adults are more predisposed to risk-taking than their

female peers.

Two key sex differences were observed in the shapes of

the sensation-seeking trajectories. First, females, on aver-

age, reached peak levels of sensation-seeking earlier than

males. The peak in sensation-seeking fell close to age

16–17 for females and age 18–19 for males. The earlier

peak in sensation-seeking for females relative to males is

consistent with the notion that development of the incen-

tive processing system, which is thought to heighten sen-

sation-seeking, is tied to pubertal maturation (Steinberg

2008). Girls begin puberty earlier than boys by approxi-

mately 18 months (e.g., Sun et al. 2002), a lag that is

similar in magnitude to that between the female and male

peaks in sensation-seeking observed in the present study. If

males and females experience similar responses to puberty

in terms of increasing levels of sensation-seeking, but girls
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start puberty earlier than boys, then it makes sense that

girls would reach peak levels of sensation-seeking earlier

than boys. Unfortunately, because measures of puberty are

not available for the boys in the CNLSY sample, it was not

possible for us to directly test whether sex differences in

pubertal timing explain the earlier peak in sensation-

seeking among females. Also, we were unable to test

whether the initiation of the rise in sensation-seeking

occurs earlier for girls than for boys because this construct

was not assessed among young enough individuals in the

CNLSY. Between age 10–11, the youngest age at which it

was assessed, and age 12–13, the rise in sensation-seeking

was already well under way for both sexes.

A second observed sex difference in the trajectories of

sensation-seeking was a pronounced difference in the rate

of decline in sensation-seeking in early adulthood. After

reaching its peak in mid-adolescence, females’ sensation-

seeking declined relatively rapidly, whereas males’ sensa-

tion-seeking remained fairly high throughout adolescence.

Although sensation-seeking fell for both sexes between 18

and 25, the rate of decline was twice as fast for females as

for males. Though we did not hypothesize a priori that this

pattern would emerge, it is consistent with evolutionary

models that posit different functional purposes of sensa-

tion-seeking for females versus males. For males, the rise

in sensation-seeking in adolescence is thought to serve the

evolutionary purpose of increasing the likelihood of

attaining high social status and securing access to sexual

partners. For many men in the population sampled, social

position and steady sexual partners will not be secured until

well into adulthood. On the other hand, evolutionary the-

orists have speculated that, for women, sensation-seeking

serves the purpose of facilitating the transition out of the

natal environment and into the adult social sphere. This is a

task that is likely accomplished at an earlier age than the

age at which men establish their social status and gain

access to sexual partners. In addition, cultural factors likely

reinforce sensation-seeking more for men than for women,

which could also contribute to the faster rate of decline in

this trait among young adult females.

The timing of growth in impulse control is similar for

males and females, consistent with speculation that the

development of this capacity is not closely linked to pub-

erty. Females’ rate of growth in impulse control is a bit

faster than males’, however, for reasons that are not

immediately clear. The slight sex difference in the rate of

growth in impulse control could reflect greater societal or

evolutionary pressure on females to learn to constrain their

impulses. Another unexpected finding was that levels of

impulse control appeared to decline slightly between ages

10–11 and 14–15, although the decline was significant only

for females. Given that most studies using performance

tasks to measure constructs related to impulse control (like

inhibitory control) find monotonic increases in impulse

control across childhood and adolescence, this result is

unexpected [see Luna, Padmanabhan, and O’Hearn (2010)

for a review]. We suspect that the apparently greater

impulse control evinced by preadolescents is artificial, and

reflects an inclination of preadolescents (or very young

adolescents) to give socially desirable responses.

For both sensation-seeking and impulse control, the

gender gap widened between mid-adolescence (age 14–15)

and early adulthood (age 24–25). Because females

increased in impulse control at a slightly faster rate than

males, females pulled progressively farther away from their

male peers in this capacity, at least until the mid-twenties.

Similarly, because females reached their peak level of

sensation-seeking earlier than males and declined more

rapidly thereafter, their separation from males grew

incrementally across this age span. Our finding of a wid-

ening gender gap with increasing age contrasts with the

results of a prior meta-analysis (Cross et al. 2011), which

found that sex differences in sensation-seeking and

impulsivity were more pronounced in adolescence than

adulthood. It should be noted, however, that the conclu-

sions reached in that meta-analysis were based on cross-

sectional findings, which may be impacted by cohort

effects, whereas our findings are based on longitudinal

data.

Importantly, the observed sex differences in the trajec-

tories of sensation-seeking and impulse control, taken

together, suggest a more pronounced and more protracted

window of vulnerability for males relative to females,

which likely serves as a psychological mechanism con-

tributing to males’ greater risk-taking in adolescence and

early adulthood. We operationally define the ‘‘window of

vulnerability’’ for risk-taking as the period during which

sensation-seeking is high relative to impulse control, con-

sistent with the literature linking risk-taking both to high

sensation-seeking (e.g., Arnett 1992) and to low impulse

control (e.g., Stanford et al. 1996). Defined this way, it is

clear that the window is much shorter for females (for

whom sensation-seeking is on par with impulse control at

ages 12–13 and 14–15, but is never significantly higher

than impulse control) than for males, for whom it opens—

and opens much wider—across most of the age span

examined (between ages 12–13 and 24–25). The pattern

observed is consistent with the proposition, generated by

models of sexual selection, that males should sustain a

readiness to engage in risk-taking until their sexual access

to females is established (Daly and Wilson 2001). It is also

consistent with epidemiological data showing greater risk-

taking among males than females across a wide variety of

behaviors.

One question that the present study cannot address is

whether the extent and duration of males’ window of

14 J Youth Adolescence (2015) 44:1–17
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vulnerability to risk-taking is influenced by the cultural

context. It would be consistent with evolutionary theory if

this window were correlated with the timing of transition

into adult roles, and more so for males than for females.

This hypothesis, which should be tested in future cross-

cultural research, is supported by studies finding that both

steady work (which confers status) and marriage/cohabi-

tation (which confers access to sex) predict desistance from

crime (Jaffee et al. 2013; Laub et al. 1998; Sampson and

Laub 1993; Savolainen 2009)—a form of risk-taking. It is

also consistent with data suggesting that divorced and

widowed men engage in more aggressive risk-taking

(male-on-male homicide) than their married peers (Daly

and Wilson 2001). In the United States, adult milestones

such as full financial independence and marriage occur

relatively late in development, often not until the late 20s

(Sironi 2013; United Nations 2000). We hypothesize that

the window of vulnerability for risk-taking will close ear-

lier for males in societies in which adult roles, especially

work and marriage, are adopted earlier.

The present study has several key strengths, including

the large, diverse sample and a longitudinal design. Almost

all research in this area is cross-sectional, which cannot

guarantee that individuals of different ages are drawn from

the same population. Still, the present report does have

limitations. Two main concerns involve the measures of the

key constructs. The sensation-seeking and impulse control

scales are indirect measures of the functioning of individ-

uals’ incentive-processing and cognitive control systems.

Caution is therefore warranted in interpreting our findings

as providing insight into the developmental courses of

brain systems. Also, sensation-seeking and impulse control

were assessed with three-item scales that may not have

captured all the facets of these traits. Fortunately, large

samples, such as that employed here, facilitate the detec-

tion of signal relative to noise even when using imperfect

measures. Same-reporter bias, resulting from relying on

self-report of the two key measures, poses a threat to

validity as well. This concern is partially mitigated by our

use of a latent growth curve model, which relegates this

sort of bias to the covariances of the residual terms at a

given age, allowing for reliable tests of the other parame-

ters. Still, research using collateral report and/or other

methods of assessing the functional state of the cognitive

control and incentive processing systems within a longi-

tudinal design would be valuable. However, self-report is a

well-established method of assessing personality traits, and

the use of the same rater at every time point is a strength.

As expected, the magnitude of sex differences observed

in the shapes of the developmental trajectories were mod-

est. However, we do not consider this to be a weakness or

limitation of the study. On the contrary, relatively small

effects of sex at the trait level may translate into substantial

disparities in risk-taking behavior (as well as associated

morbidity and mortality) at the population level. Further-

more, our analysis likely underestimated the true differ-

ences between males and females due to measurement

error, and because females and males may use different

bases of comparison when evaluating their own behavioral

tendencies.

Conclusion

Our findings suggest that males’ and females’ trajectories

of sensation-seeking and impulse control are similar in

some respects and consistent with a dual-systems model of

development. However, we also find notable sex differ-

ences in the relative levels of these traits across develop-

ment. For example, males’ levels of sensation-seeking are

higher and their levels of impulse control lower than

females’ across the full age span examined. Also, females

exhibit a more pronounced decline in sensation-seeking

after mid-adolescence than do males. Among males, there

is a greater disparity between sensation-seeking and

impulse control than among females, which may help to

explain the uniquely high propensity of adolescent and

young adult males to engage in risky behavior (Wilson and

Daly 1985). Further research is needed to parse the con-

tribution of biological mechanisms, such as changes in

pubertal hormones, versus cultural mechanisms, such as the

sex-specific reinforcement of sensation-seeking or impulse

control to the sex differences in these constructs at various

points in development.
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