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Twenty-five large field experiments with major U.S. retailers and broker-
ages, most reaching millions of customers and collectively representing $2.8
million in digital advertising expenditure, reveal that measuring the returns
to advertising is difficult. The median confidence interval on return on invest-
ment is over 100 percentage points wide. Detailed sales data show that relative
to the per capita cost of the advertising, individual-level sales are very volatile;
a coefficient of variation of 10 is common. Hence, informative advertising
experiments can easily require more than 10 million person-weeks, making
experiments costly and potentially infeasible for many firms. Despite these un-
favorable economics, randomized control trials represent progress by injecting
new, unbiased information into the market. The inference challenges revealed
in the field experiments also show that selection bias, due to the targeted
nature of advertising, is a crippling concern for widely employed observational
methods. JEL Codes: L10, M37, C93.

I. INTRODUCTION

In the United States, firms annually spend about $500 per
person on advertising (Coen 2008; Kantar Media 2012). To break
even, this expenditure implies that the universe of advertisers
needs to casually affect $1,500–2,200 in annual sales per
person, or about $3,500–5,500 per household. A question that
has remained open over the years is whether advertising affects
purchasing behavior to the degree implied by prevailing adver-
tising prices and firms’ gross margins (Abraham and Lodish
1990). The rapid expansion of digital advertising—media for
which ad exposure and purchasing outcomes can be measured
and randomized at the individual level—has given the impression
that firms will finally be able to accurately measure the returns to
advertising using randomized controlled trials (RCTs). In this
article, we show that although RCTs are indeed an important
advance in the measurement of the returns to advertising, even
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very large RCTs tend to produce imprecise measurements on ad-
vertising returns. The inference challenges revealed in our anal-
ysis of large-scale RCTs, in turn, exposes large biases lurking in
observational methods.

Our findings are based on 25 digital advertising RCTs,
accounting for $2.8 million in expenditure, from well-known re-
tailers (19) and financial service firms (6). In each trial, or cam-
paign, ad exposure was exogenously varied by randomly holding
out a set of targeted users from receiving an advertiser’s online
display ad. Campaign costs ranged from $0.02 to $0.35 per
exposed user, and most were close to $0.10. This corresponds to
20–60 ‘‘premium’’ display ads or about 7–10 prime-time television
commercials.1 Extensive data sharing agreements allow us to
measure return on investment (ROI) using individual-level pur-
chase data and gross margins provided to us by the partner firms.
These data include transactions online and at brick-and-mortar
stores; we can thus accurately express returns in dollar terms.2

The detailed sales data—some of the first of their kind to end up
in published work—reveal the source of the inference difficulty.
The standard deviation of individual-level sales is typically 10
times the mean over typical campaign evaluation window.
While this relationship may not hold true for small firms or
new products, it was remarkably consistent across the relatively
diverse set of advertisers in our study. Measured against this
volatility, the effect on purchasing behavior required for a cam-
paign to be profitable is very small. These two factors lead to
inherently imprecise estimates of ROI: the median standard
error on ROI for the retail experiments is 26.1%, implying a con-
fidence interval over 100 percentage points wide. The median
standard error for the brokerages was 115%.

These initial findings show that when advertising at a level
of intensity typical of digital advertising, RCTs require sample
sizes in the single-digit millions of person-weeks to distinguish
campaigns that have no effect on consumer behavior (�100%
ROI) from those that are profitable (ROI >0%). Each experiment

1. Due to greater targeting granularity, online ads tend to have wider spreads
in ad prices than other media, hence the larger range in the number of exposures for
a given expenditure.

2. In particular, we sidestep ‘‘intermediate metrics,’’ such as clicks. Later on
we discuss cases in which intermediate metrics can be used with limited induced
bias; however, serious complications can arise from generally using these metrics,
discussed in more detail in Lewis, Rao, and Reiley (2015).
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in our study had more than 500,000 unique users; most had over
1,000,000. A potential limitation, however, is that trial size was
determined by the partner advertisers and may not constitute a
representative sample. We overcome this drawback by computing
how large each trial would have to be to reliably evaluate various
hypothesis sets of interest. Specifically, we imagine an ideal sce-
nario in which the advertiser can freely add new, independent
person-weeks to their campaign.3 The median campaign would
have to be nine times larger to reliably distinguish a wildly prof-
itable campaign (+50% ROI) from one that broke even (0% ROI).
Achieving more standard tolerances for investment decisions,
such as a 10% ROI difference, requires the median campaign to
be 62 times larger to possess adequate power—nearly impossible
for a campaign of any realistic size. Although ROI measures av-
erage returns, we briefly discuss the rather incredible difficulties
in determining the average ROI target that corresponds to zero
marginal profit.

Despite producing surprisingly imprecise estimates, RCTs
are nonetheless a promising step forward in the science and mea-
surement of advertising. In particular, our experimental data
suggest that economically sizable biases lurk undetected in com-
monly employed observational methods. These biases exist pri-
marily because ads are, entirely by design, not delivered
randomly. A marketer’s job is to target campaigns across con-
sumers, time, and context. Suppose we evaluate a campaign
with a regression of sales per individual on an indicator variable
of whether the person saw a firm’s ad. In an experiment, the in-
dicator variable is totally exogenous, while in an observational
method, one attempts to neutralize selection bias induced by tar-
geting. To net a +25% ROI, our median campaign had to causally
raise average per person sales by $0.35. Calibrating this against
sales volatility, the goal is to detect a $0.35 effect on a variable
with a mean of $7 and a standard deviation of $75. In terms of
model fit, the R2 for a highly profitable campaign would be on the
order of 0.0000054.4 To successfully employ an observational

3. In practice, a firm may also opt to run an experiment with a higher ‘‘dose’’ of
advertising. A larger per person spend makes the inference problem easier, but
advertising at an undesirably high intensity can attenuate the measured ROI due
to diminishing returns in the treatment effect.

4. R2 ¼ 1
4 �

$0:35
$75

� �2
¼ 0:0000054.
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method, one must not omit endogenous factors or misspecify func-
tional form to a degree that would generate an R2 on the order of
only 0.000001. This appears to be an impossible statistical feat in
an environment where selection effects are expected to be as large
as 30 times the true treatment effect.5

In the interest of expanding the generalizability of our find-
ings, we are careful to state our results in dollar terms: the causal
sales effect based on per person advertising expenditure. This
framing allows us to draw useful comparisons to heavily used
media, such as television, through the lens of ad prices.6 These
comparisons allow us to credibly extend our central findings to
most advertising dollars, although we are careful to discuss de-
livery channels, such as direct-response television commercials,
and advertiser segments, such as small firms with low baseline
awareness, where they are unlikely to hold.

Since we are making the admittedly strong claim that most
advertisers do not, and indeed some cannot, know the effective-
ness of their advertising spend, it is paramount to further sub-
stantiate our data and methods. First, the retail and financial
services firms we study are representative in terms of revenue
base, margins, and product types of firms that constitute the ma-
jority of ad spending. Second, we show that holding expenditure
fixed and lengthening the evaluation window would typically not
improve statistical power. Third, we made our best effort with all
the data at our disposal, such as precampaign sales, to control for
factors that may have differed by chance between the treatment
and control group, thus improving power. Fourth, our experimen-
tal size multipliers help calibrate the financial commitment nec-
essary to produce truly informative RCTs and thus can be used to

5. To see the size of selection effects, consider a simple example: if a campaign
spends 10 cents per individual, which corresponds to 20–40 ‘‘premium’’ display ads
or about 10 prime-time TV commercials, and consumers have unit-demand for a
product that returns marginal profit of $30, then only 1 in 300 people need to be
‘‘converted’’ for the campaign to break even. Suppose a targeted individual has a
10%age points higher baseline purchase probability (a realistic degree of targeting
similar in magnitude to Lewis and Reiley 2014), then the selection effect is expected
to be 30 times larger than the causal effect of the ad.

6. In television, RCTs are becoming increasingly possible due to the digitiza-
tion of distribution. For other media, geo-randomized advertising experiments are
typically the state of the art. Experiments that rely on this method are significantly
more expensive because they cannot eliminate the noise from purchases among
those whom the advertiser is unable to reach, similar to other intent-to-treat
experiments.
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evaluate the applicability of our findings to specific firms or
market segments.

These considerations raise a few important caveats. Our re-
sults are unlikely to apply to firms or products with low baseline
sales volatility, such as those that receive nearly all their cus-
tomers from advertising and products for which there is limited
baseline awareness. The outlook is also more positive for cam-
paigns that, all else equal, have substantially higher per person
expenditure. However, while concentrating expenditure can in-
crease power, diminishing returns may imply that precisely when
one can measure the returns, an economically unfavorable result
is more likely to occur. Media that require higher per person ex-
penditure, such as catalogs sent via mail, are subject to an anal-
ogous problem that it may be difficult to find a suitable sample
size for which the expenditure is expected to be profitable.
Naturally, this drawback is less likely to apply to large firms
committed to experimentation in such media. Finally, we note
that ongoing advances in measurement and experimentation
technology are very likely improve the inference problem adver-
tisers face. Nonetheless, the baseline we measure indicates that
imprecise beliefs on advertising effectiveness are likely to persist
for most market participants in the foreseeable future.

The unfavorable economics of measuring the returns to ad-
vertising have several important implications. First, scarce infor-
mation means there is little ‘‘selective pressure’’ on advertising
levels across firms. With supplemental data we examine several
major industries and find that otherwise similar firms often have
vastly differing levels of advertising expenditure despite having
the access to the same technology. Second, if experimentation
becomes more common, consistent with trends in the digital de-
livery of ads, massive publishers will be conferred an additional
strategic advantage of scale, given the size of RCTs required to
provide reliable feedback. Third, imprecise signals on the returns
to advertising introduce issues of strategic misreporting within
the firm. Finally, we note that while firms certainly make other
investment decisions that have hard-to-measure returns, such as
management consulting (Bloom et al. 2013) or mergers, what dif-
fers here is that the metrics and methods used in the advertising
industry produce a veneer of quantitative certitude not typically
found in these other circumstances. The use of RCTs to reveal the
true uncertainty in measuring returns and, in the process, expose
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biases nonexperimental techniques consequently has very differ-
ent implications for the advertising market.

II. The Advertiser’s Problem

In this section we formalize and calibrate the problem of cam-
paign evaluation.

II.A. Definitions and Model

We define a campaign as a set of advertisements delivered to
a set of consumers through a single channel over a specified
period of time using one ‘‘creative’’ (all messaging content such
as pictures, text, and audio). Ex post evaluation asks the ques-
tion, ‘‘Given a certain expenditure and delivery of ads, what is the
rate of ROI?’’ Side-stepping broader optimization issues, we take
the target population as given and focus on measurement of the
return on investment.

A campaign is defined by c, the cost per user. For a given
publishing channel, c determines how many ‘‘impressions’’ each
user sees. We assume the sales effect is defined by a continuous
concave function of per user expenditure �ðcÞ.7 We can easily in-
corporate consumer heterogeneity with a mean-zero multiplica-
tive parameter on this function and then integrate this parameter
out to focus on the representative consumer. Let m be the gross
margin of the firm so that �ðcÞ �m gives gross profit per person.
Net profit subtracts cost �ðcÞ �m� c, and ROI measures net profit
as a percentage of cost �ðcÞ�m�c

c . In our simple model the only choice
variable is c, or ‘‘how much I advertise to each consumer.’’

Figure I graphically depicts the model. c� gives the point
where the slope of the gross profit function is equal to 1
(�0ðcÞ �m ¼ 1). This tangency depicted is parallel to the 45-
degree line, which depicts cost. c� thus gives optimal per person
expenditure. ch give the point of intersection between the gross
profit function and cost. It thus gives the spend level where ROI is
exactly 0%. For any expenditure past ch the firm has negative
ROI, whereas any point to the left of ch the firm earns positive
ROI. For points in ðc�; chÞ, the firm is overadvertising

7. There is evidence in support of concavity (Lewis 2010; Sahni 2013). This
assumption could be weakened to ‘‘concave in the region of current spending,’’
which essentially just says that the firm’s returns to advertising are not infinite
or locally convex.
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because marginal return is negative but the average return is
still positive. For points below c� marginal profit exceeds mar-
ginal cost, meaning the firm is underadvertising, but again ROI
is positive.

The model formalizes the estimation of the average per
person effect of a given campaign on consumer behavior. In real-
ity, multiple creatives are used and the actual quantity of ads
delivered per person is stochastic (because exposure depends on
user activity). Our evaluation framework is motivated by the fact
that the ‘‘campaign’’ is an important operational unit in market-
ing. A Google Scholar search of the exact phrase ‘‘advertising
campaign’’ returned 48,691 unique research documents. This
prominence is also consistent with our experience in the industry.

II.B. Calibrating the Model with Data

We now calibrate the campaign evaluation with data from
experiments. On the cost side, display ad campaigns that deliver
a few ads to each exposed user per day cost about 1–2 cents per

FIGURE I

The Advertiser’s Problem
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person per day and typically run for about two weeks, cumulating
in a cost between 10 and 40 cents per person. This corresponds to
about one 30-second TV ad per person per day. Given the total
volume of advertising, a typical consumer sees across all media,
even an intense campaign only captures about 2% of a user’s ad-
vertising ‘‘attention.’’

A key source of the inference challenge facing advertisers is
sales volatility. For a given individual, it has three components:
probability of making a purchase, basket size conditional on pur-
chasing, and frequency of purchases. For an advertiser, these
components vary by user and all contribute to total sales volatil-
ity. For the large retailers and financial service firms in our
study, mean weekly sales per person varies considerably across
firms, as does the standard deviation in sales. However, we find
that the ratio of the standard deviation to the mean (the coeffi-
cient of variation) is far more uniform. For retailers, it ranges
from 4 to 23, but tends to be clustered between 10 and 15.
Customers buy goods relatively infrequently, but when they do,
transaction values are quite volatile about the mean. For the fi-
nancial service firms, we assume a uniform lifetime value for each
new account acquired as a result of advertising. While this as-
sumption eliminates the basket-size component of sales variance,
financial firms still face a considerably higher coefficient of vari-
ation because new accounts are rare and the lifetime value tends
to be quite high. Automobiles and other big-ticket items also
share this feature.8

Let yi give sales for individual i. We assume, for simplicity,
that each affected individual saw the same value of advertising
for a given campaign, so let indicator variable xi quantify ad ex-
posure. ^�ðcÞ gives our estimate of the sales effect for a campaign of
cost per user c. Standard econometric techniques estimate this
value using the difference between the exposed (E) and unex-
posed (U) groups. In an experiment, exposure is exogenous. In
an observational study, one would also condition on covariates W
and a specific functional form, which could include individual
fixed effects, and the following notation would use yjW.
However, even in an experiment, power can be improved by

8. In contrast, homogeneous foodstuffs have more stable expenditure, but
their very homogeneity likely reduces own-firm returns to equilibrium levels of
advertising within industry as a result of positive advertising spillovers to compet-
itor firms (Kaiser 2005).
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conditioning on exogenous and predetermined factors, such as
precampaign sales, that are predictive of baseline purchases or
that may have differed by chance between treatment and control
subjects. We suppress the additional covariates later for this il-
lustrative example, but we stress that they are in fact used in our
empirical specifications to soak up residual variation. Hence, all
the following results are qualitatively unaffected by such model-
ing improvements up to the usual ‘‘conditional on’’ caveat where
the R2 becomes partial R2 of the treatment variable.

For the case of a fully randomized experiment, our simplified
estimation equation is:

yi ¼ �xi þ ei:ð1Þ

We suppress c in the notation because a given campaign has a
fixed size per user. The average sales effect estimate, �̂, can be
converted to ROI by multiplying by the gross margin to get the
gross profit effect, subtracting per person cost, and then divid-
ing by cost to get the percentage return.

Below we use standard notation to represent the sample means
and variances of the sales of the exposed and unexposed groups, the
difference in means between those groups, and the estimated stan-
dard error of that difference in means. Without loss of generality, we
assume that the exposed and unexposed samples are the same size
(NE ¼ NU ¼ N) and have equal variances (�E ¼ �U ¼ �), which is
the best-case scenario from a design perspective.

yE �
1

NE

X
i2E

yi; yU �
1

NU

X
i2U

yið2Þ

�̂2
E �

1

NE � 1

X
i2E

ð yi � yEÞ
2; �̂2

U �
1

NU � 1

X
i2U

ðyi � yUÞ
2

ð3Þ

�y � yE � yUð4Þ

�̂�y �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�̂2

E

NE
þ
�̂2

U

NU

s
¼

ffiffiffiffiffi
2

N

r
� �̂ð5Þ

We focus on two familiar econometric statistics. The first is
the R2 of the regression of y on x, which gives the fraction of the
variance in sales attributed to the campaign. In the model with
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covariates, the partial R2 after first conditioning on covariate (see
Lovell 2008 for a thorough explanation of this algebra):

R2 ¼

X
i2U

yU � y
� �2

þ
X
i2E

yE � y
� �2

X
i

yi � yð Þ
2

¼
2N 1

2 �y
� �2

2N�̂2
¼

1

4

�y

�̂

� �2

:ð6Þ

In this model, R2 can be usefully expressed as a function of
ratio of the sales difference between exposed and unexposed
groups and the standard deviation in sales. We can express
the t-statistic for testing the hypothesis (�= 0) as a function of
this ratio as well:

t�y ¼
�y

�̂�y
¼

ffiffiffiffiffi
N

2

r
�y

�̂

� �
:ð7Þ

We call (�y
� ) the impact-to-standard-deviation ratio.9

We calibrate these statistics using a representative
experiment—slightly larger than the median—from our study.
For ease of exposition, we discuss the hypothetical case as if it
were a single, actual experiment. The cost per exposed user is
$0.14, which corresponds to roughly 20–80 display ads or 7–10
TV commercials, and gross margin is 50%. Mean sales per
person for the period under study is $7 with a standard deviation
of $75.

We suppose the ROI target is 25%, which, given margins,
corresponds to a $0.35 sales impact per person. A $0.35 per
person impact on sales is a 5% increase in sales during the two
weeks of the campaign. In terms of percentage lift, the required
impact of the campaign appears quite large. The estimation chal-
lenge facing the advertiser is to detect this $0.35 difference in
sales between the treatment and control groups amid the noise
of a $75 standard deviation in sales. The impact-to-standard-de-
viation ratio is only 0.0047.10 From our derivation above, this
implies an R2 of:

R2 ¼
1

4
�

$0:35

$75

� �2

¼ 0:0000054:ð8Þ

9. It is also known as Cohen’s d.
10. This is less than 1

40 the ‘‘small’’ effect size of 0.2 outlined in Cohen (1977).
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Perhaps surprisingly, even a very successful campaign has a
minuscule R2 of 0.0000054.11 An immediate consequence is
that a very large N is required to reliably distinguish the
effect from 0, let alone give a precise confidence interval.
Suppose we had 2 million unique users evenly split between
test and control in a fully randomized experiment. With a
true ROI of 25% and an impact-to-standard-deviation ratio of
0.0047, the expected t-statistic with a null hypothesis of �100%
ROI, or zero causal effect, is 3.30. This corresponds to a test
with power of about 95% at the 10% (5% one-sided) significance
level because the approximately normally distributed t-statistic
should be less than the critical value of 1.65 about 5% of the
time (corresponding to the cases where we cannot reject the
null). With 200,000 unique users, the expected t-statistic is
1.04, indicating an experiment of this size is hopelessly under-
powered: under the alternative hypothesis of a healthy 25%
ROI, we fail to reject the null that the ad had no causal
effect 74% of the time.12

The tiny R2 for the treatment variable not only reveals the
unfavorable power of RCTs but has serious implications for
observational studies, such as regression with controls, differ-
ence-in-differences, and propensity score matching. An omitted
variable, misspecified functional form, or slight amount of inter-
temporal correlation between ad exposure (web browsing) and
shopping (Reiley, Rao, and Lewis 2011) generating R2 on the
order of 0.0001 is a full order of magnitude larger than the true
treatment effect—meaning a very small amount of endogeneity
would severely bias estimates of advertising effectiveness.
Compare this to a classic economic example of wage/schooling
regressions, in which the endogeneity has often been found to
be 10–30% of the treatment effect (Card 1999). A minimal level
of targeting that results in the exposed group having a few per-
centage points higher baseline purchase rate can lead to an

11. This is less than 1
10;000 the R2 of & 6% in the low-powered examples for ad-

vertising’s impact on sales in the discussion of statistical power in marketing in
Sawyer and Ball (1981), though their examples reflect aggregate store-level (rather
than customer-level) models.

12. When a low-powered test does, in fact, correctly reject the null, the point
estimates conditional on rejecting will be significantly larger than the alternatively
hypothesized ROI. That is, when one rejects the null, the residual on the estimated
effect is positive. This overestimation was recently dubbed the ‘‘exaggeration
factor’’ by Gelman and Carlin (2013).

MEASURING THE RETURNS TO ADVERTISING 1951

 at U
niversity of C

am
bridge on O

ctober 22, 2015
http://qje.oxfordjournals.org/

D
ow

nloaded from
 

http://qje.oxfordjournals.org/


expected bias many multiples of the treatment effect. Unless this
difference is controlled for with near perfect precision, observa-
tional models will have large biases.

It may appear that observational models are so ill suited for
this setting that we are arguing against a straw man, but these
techniques are commonly employed in the industry. A relatively
recent Harvard Business Review article coauthored by the pres-
ident of comScore, one of the largest data providers for web pub-
lishers and advertisers, reported a 300% effect of online
advertising (Abraham 2008). Their estimate is generated from a
regression-based comparison of endogenously exposed and unex-
posed groups. This estimate seems surprisingly high as it implies
that advertising prices should be at least an order of magnitude
higher than current levels. The use of these techniques in indus-
try is also discussed in the experimental work of Blake, Nosko,
and Tadelis (2014).

III. The 25 Randomized Controlled Trials

In this section we delve into RCTs. There is an inherent chal-
lenge in discussing this many experiments in adequate detail. Our
strategy is to put detailed information in three comprehensive
summary tables and focus our discussion in the text to aggregated
measures, highlighting underlying heterogeneity where appropri-
ate. Finally, we limit our reporting to the statistical uncertainty
surrounding the measurement of advertising returns and do not
report the point estimates for each campaign. We do so for a few
reasons. First, although we can cite evidence that these firms are
representative of a typical advertising dollar, we cannot cite evi-
dence that they are representative of typical effectiveness, raising
the possibility of bias (or lack of generalizability) for any findings
thereto. Second, reporting imprecisely estimated means could
potentially be misleading, due to the ‘‘exaggeration factor’’ from
low-powered tests (Gelman and Carlin 2013). Third, confidential-
ity agreements limit us from sharing all the point estimates,
which raise concerns about selection effects for the ones we can
report.

III.A. Overview and Data Description

Table I gives key summary statistics for the 25 display
advertising experiments. All experiments took place between
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TABLE I

SUMMARY OF THE 25 ADVERTISING FIELD EXPERIMENTS

Panel A: Retailers: In-store + online sales

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Campaign summary Per customer

Adv. Cost
Assignmenta Exposed

� sales

expt. Days ($K) Test Control Test Control ($, control) � sales ($) �
�

1.1 14 129 1,257,756 300,000 814,052 — 9.49 94.28 9.9

1.2 10 40 1,257,756 300,000 686,878 — 10.50 111.15 10.6

1.3 10 68 1,257,756 300,000 801,174 — 4.86 69.98 14.4

1.4 105 260 957,706 300,000 764,235 238,904 125.74 490.28 9.7

1.5 7 81 2,535,491 300,000 1,159,100 — 11.47 111.37 3.9

1.6 14 150 2,175,855 1,087,924 1,212,042 604,789 17.62 132.15 7.5

2.1 35 192 3,145,790 3,146,420 2,229,959 — 30.77 147.37 4.8

2.2 35 19 3,146,347 3,146,420 2,258,672 — 30.77 147.37 4.8

2.3 35 19 3,145,996 3,146,420 2,245,196 — 30.77 147.37 4.8

3.1 3 10 281,802 161,163 281,802 161,163 1.27 18.46 14.6

3.2 4 17 483,015 277,751 424,380 — 1.08 14.73 13.7

3.3 2 26 292,459 169,024 292,459 169,024 1.89 18.89 10.0

3.4 3 18 311,566 179,709 311,566 179,709 1.29 16.27 12.6

3.5 3 18 259,903 452,983 259,903 — 1.75 18.60 10.6

3.6 4 27 355,474 204,034 355,474 204,034 2.64 21.60 8.2

3.7 2 34 314,318 182,223 314,318 182,223 0.59 9.77 16.6

4.1 18 90 1,075,828 1,075,827 693,459 — 0.56 12.65 22.6

5.1 41 180 2,321,606 244,432 1,583,991 — 54.77 170.41 3.1

5.2 32 180 600,058 3,555,971 457,968 — 8.48 $70.20 8.3

Mean 19.8 100 1,325,078 975,279 902,454 — 18.23 $95.94 10.0

Median 10.0 81 1,075,828 300,000 693,459 — 8.48 $70.20 9.9

Panel B: Financial services: New account sign-ups, online only

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Campaign summary Per customer

Assignmentb

Adv.

expt. Days

Cost

($K) Test Control Exposed

New

accts

� New

(test)

� New

acct.
�
�

6.1 42 50 12% 52% 794,332 867 0.0011 0.0330 30.3

6.2 42 50 12% 52% 748,730 762 0.0010 0.0319 31.3

6.3 42 75 12% 52% 1,080,250 1,254 0.0012 0.0341 29.3

6.4 42 75 12% 52% 1,101,638 1,304 0.0012 0.0344 29.0

7.1 42 613 90% 10% 17,943,572 10,263 0.0006 0.0239 41.8

7.2 36 86 8,125,910 8,125,909 793,042 1090 0.0014 0.0331 24.1

Mean 41.0 158 — — 3,743,594 2,590 0.0011 0.0317 31.0

Median 42.0 75 — — 937,291 1,172 0.0011 0.0331 29.8

aCounts represent the number of unique user identifiers either assigned to the experiment or exposed
by the advertiser’s campaign.

b‘‘X%’’ defines the fraction of all Yahoo! users who were eligible for participation in an experiment
that randomized ‘‘on the fly.’’
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2007 and 2011. We are not permitted to disclose the identity
of the advertisers. They are large retailers (Panel A) and finan-
cial service firms (Panel B) that are most likely familiar to
North American readers. We employ a naming convention of
Advertiser. Experiment as identifiers; these are given in column
(1).13 Means and medians for all relevant values are given at the
bottom of each panel.

Column (2) gives the campaign duration, which ranged from
2 to 105 days with a median of 10 days for retailers, 42 days for
financial service firms, and 14 days for the pooled data. These
durations are consistent with standard industry practice.
Column (3) gives the cost of the campaign, the median $85,000
for retailers and $75,000 for financial firms, while the range
varied from relatively small ($9,964) to quite large ($612,693).
Combined, the campaigns represent over $2.8 million in expen-
diture. Later on we convert overall expenditure to cost per ex-
posed user, which is a more meaningful measure because it can be
easily compared to the cost of other advertising media and con-
veys the advertising ‘‘dose.’’

The median campaign reached over 1 million individuals,
and all campaigns had hundreds of thousands of individuals in
both test and control cells, as shown in columns (4)–(7) (both
panels). The distinction between ‘‘assignment’’ and ‘‘exposed’’ is
due to the fact that all the users assigned to a treatment or control
group did not actually arrive at the web publisher to be served an
ad. In some experiments, control users were served an ad for a
charity, whereas in others they were simply held out of the treat-
ment group (and hence the exact size of the ‘‘treated control’’ is
not known, see Lewis and Schreiner 2010 for a more complete
discussion of this aspect of experimental design).

Columns (8)–(10) give revenue data at the customer level. In
the top panel, revenue comes in the form of the sale of physical
goods and is thus denoted in dollars. In the bottom panel, revenue
comes by monetizing customers who sign up for an online trading
account. In the interest of simplicity, we discuss these cases sep-
arately. Column (8) gives sales per customer in the control group
for the campaign evaluation period. Median sales was $8.48
(mean $18.23). Sales per customer varies across retailers and

13. Many of the experiments are taken from past work from Yahoo! Labs, like
Lewis and Reiley (2014); Reiley, Lewis, and Schreiner (2012); Johnson, Lewis, and
Reiley (2015); and Reiley, Rao, and Lewis (2011).
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campaigns, which is due to differing firm popularity, campaign
length, and the degree of targeting used in the campaign (a more
targeted campaign typically has higher baseline sales). Column
(9) gives the standard deviation of sales per customer. The
median is $70.20 (mean $95.54). Column (10) gives the standard
deviation to mean ratio, which we have seen is an important
quantity in our analysis. The median ratio is 9.9 and it exceeds
7 for all but two experiments. Longer campaigns tend to have
slightly lower ratios, which is due to sufficient independence in
sales across weeks, but in estimation of shorter experiments some
of these efficiency gains can be had by conditioning on preperiod
sales, which is a strategy we employ in estimation.14

For financial service firms, column (8) gives the mean prob-
ability of an account sign-up. The median is 0.0011, reflecting a
low base rate, even for users targeted by the campaign, for sign-
ing up for an online brokerage account. Column (9) gives the stan-
dard deviation of sign-up rate, and column (10) gives the more
interpretable standard deviation to mean ratio. The median ratio
is 29.8 and all exceed 24, which is larger than every retailer cam-
paign. These high values reflect the all-or-nothing nature of
acquiring a long-term customer.

III.B. Estimating the Returns to Advertising

The first step in measuring the returns to advertising is de-
fining evaluation windows for the statistical analysis. In working
with our partner firms, we followed standard industry practice of
including the period of time ads were running and a relatively
short window, 1–4 weeks, following the campaign. In principle,
however, the effects of advertising could be very long-lived and
therefore the bias-minimizing window would be correspondingly
long. Although it may seem counterintuitive at first, long win-
dows tend to damage statistical power. In Lewis, Rao, and
Reiley (2015), we establish the following condition: if the next
week’s expected causal effect is less than one-half the average
casual effect over all previous weeks, then including it reduces

14. If sales are, in fact, independent across weeks, we would expect the coeffi-
cient of variation to follow

ffiffiffi
T
p
��weekly

T�� . However, over long horizons (i.e., quarters or
years), individual-level sales are correlated, which also makes past sales a useful
control variable when evaluating longer campaigns. Furthermore, while longer
campaigns generate more points of observation, these additional data will only
make inference easier as long as the spending per person per week is not diluted.
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the t-statistic of the total treatment effect. The proposition tells us
when a marginal week hurts estimation precision by contributing
more noise than signal. Unless there is limited decay in the ad
effect over time, short windows are optimal from a power perspec-
tive.15 The campaign windows we choose should thus be viewed
as erring in favor of variance reduction at the possible expense of
bias. For ‘‘buy it now or never’’ response patterns (Damgaard and
Gravert 2014), this bias will be minimal, otherwise our approach
will overestimate statistical precision to some degree.

With evaluation windows in hand, we are now ready to esti-
mate the causal effects of advertising. Table II summarizes the
statistical inference for each campaign. We start with a more de-
tailed description of the data and protocol. Column (2) gives the
unit of observation for sales and brokerage account sign-ups. For
the retailers, 10 experiments have daily aggregation (indicated
by 1), five are weekly (2), and four encompass the entire campaign
period (3). For financial firms, account sign-ups were aggregated
for the campaign period except in one case, where it was observed
daily. Column (3) gives details of how the experiments were im-
plemented by the web publisher. Every experiment had a ran-
domized set of users for the control group designated by a 1.
Those experiments (the majority) that ensured the control
group was currently active on the web publisher are designated
with a 2; experiments where placebo ads were explicitly shown, as
opposed to simply ensuring the firm’s ad was not shown, are
designated by a 3; and experiments designated with a 4 had mul-
tiple treatments. Column (4) indicates how the sales data were
filtered to improve efficiency.

Column (5) reports the control variables we have available to
improve the precision of our experimental estimates. These in-
clude lagged sales (indicated by 1), demographics (2), and online
behaviors (such as intensity of browsing, 3), all measured at the
individual level. Lagged sales were available for 16 retail exper-
iments. Lagged sales are not available for brokerages since these
campaigns were specifically designed to get users to open new
trading accounts. Demographics were available for six

15. As an example, suppose the causal effect of the advertising on weeks 1, 2,
and 3 is 5%, 2%, and z%, respectively. Then z mustbe greater than 5þ2

2 =2 ¼ 1:75.The
proposition provides helpful guidance and explains why short windows are used in
practice, but quantitatively applying it requires precise ROI estimates for the very
inference problem we are trying to solve.
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experiments, and online behavior was available for all experi-
ments except those run by firm 2.

To estimate the returns to advertising for each experiment,
we used the appropriate panel techniques to predict and absorb
residual variation using the data given in column (5). We find
that lagged sales are the best predictor, reducing variance in
the dependent variable by as much as 40%. The magnitude of
these reductions and the fact that lagged sales is the best predic-
tor are consistent with related work (Deng et al. 2013). A more
useful frame for these reductions is their impact on the standard
error on the treatment variable. A little math shows that going
from R2 = 0 in the univariate regression to R2

jW ¼ 0:40 yields a
sublinear reduction in standard errors of 23%.16 Indeed, to
achieve an order-of-magnitude reduction in standard errors,
one would have to predict sales with an R2

jW ¼ 0:99.
The second group of columns in Table II gives the key statis-

tical properties for each campaign. Column (6) gives the standard
error associated with the estimate of �, the test-control sales dif-
ference as defined by the model conditional on the control vari-
ables in order to obtain as precise an estimate as possible. In
column (7), we translate this into the implied radius (± window)
of the 95% confidence interval for the sales effect, in percentage
terms of baseline sales. The median radius is 5.5%. Column (8)
gives the per person advertising spend, which ranges from $0.02
to $0.39 and is centered on $0.10. This figure provides a useful
benchmark not only for online advertising expenditures but also
for media purchases in other advertising channels.

In column (10) we translate the sales effect standard errors to
ROI using our estimates of gross margins in column (9) for re-
tailers and lifetime customer values for financial firms. Using a
fixed lifetime customer value is not ideal because it restricts ad-
vertising from affecting potentially heterogeneous value ex-
tracted over the life span of an acquired customer. More
generally, the assumption of advertising acting through a single
channel is problematic. Just as sales variability has three compo-
nents, so does the treatment effect on returns. For a given indi-
vidual, the advertising may cause an increase in the probability of
making a purchase, the basket size conditional on purchasing, or
the frequency of purchases. While we may wish to reduce the
treatment effect variability by restricting one or more of these

16. 1�

ffiffiffiffiffiffiffiffiffiffiffi
1�R2

jW

1�R2

q
¼ 1�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� R2

jW

q
¼ 23%.
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TABLE II

ESTIMATION FOR THE 25 ADVERTISING FIELD EXPERIMENTS

Panel A: Retailers: In-store + online sales

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Estimation strategies Key campaign statistics

Adv. Ya Xb Y&Xc Wd Std. err. � 1.96*std. err. Spend/ Gross Std. err.

expt. sales ($) % sales exposed ($) margin (%) ROI (%)

1.1 2 1 — 1,2,3 $0.193 4.0 0.16 50 61

1.2 2 1 — 1,2,3 $0.226 4.2 0.06 50 193

1.3 2 1 — 1,2,3 $0.143 5.8 0.09 50 84

1.4 2 1,2,3 — 1,2,3 $0.912 1.4 0.34 50 134

1.5 2 1,2 — 1,2,3 $0.244 4.2 0.04 50 278

1.6 1 1,2,3,4 1 1,2,3 $0.207 2.3 0.12 50 84

2.1 3 1 — — $0.139 0.9 0.09 15 24

2.2 3 1 — — $0.142 0.9 0.08 15 25

2.3 3 1 — — $0.131 0.8 0.09 15 23

3.1 1 1,2,3 1 1,3 $0.061 9.5 0.04 30 52

3.2 1 1,2 1 1,3 $0.044 8.0 0.04 30 34

3.3 1 1,2,3 1 1,3 $0.065 6.7 0.09 30 22

3.4 1 1,2,3 1 1,3 $0.051 7.8 0.06 30 26

3.5 1 1,2 1 1,3 $0.049 5.5 0.07 30 21

3.6 1 1,2,3 1 1,3 $0.064 4.8 0.08 30 25

3.7 1 1,2,3 1 1,3 $0.032 10.6 0.11 30 9

4.1 1 1,2 1 1 $0.031 10.9 0.13 40 10

5.1 3 1,2 — 1,3 $0.215 0.8 0.11 30 57

5.2 1 1,2 1 1,3 $0.190 4.4 0.39 30 15

Mean — — — — $0.165 4.9 0.11 34 62

Median — — — — $0.139 4.4 0.09 30 26

Panel B: Financial services: New account sign-ups, online only

Adv. Ya Xb Y&Xc Wd Std. err. �e 1.96*std. err. Spend/ Lifetime Std. err.

expt. new accts % new person ($) value ($) ROI (%)

6.1 3 1,2,4 — 3 69 15.6 0.06 1,000 138

6.2 3 1,2,4 — 3 69 17.7 0.07 1,000 137

6.3 3 1,2,4 — 3 70 10.9 0.07 1,000 93

6.4 3 1,2,4 — 3 70 10.5% 0.07 1,000 93

7.1 1 1,2,3,4 1,2 3 288 5.5 0.03 1,000 47

7.2 3 1,2 — 3 46 8.3 0.02 1,000 233

Mean — — — — 102 11.4 0.05 1,000 123

Median — — — — 69 10.7 0.06 1,000 115

aY: 1: daily, 2: weekly, 3: total campaign window.
bX: 1: randomized control, 2: active on Yahoo! or site where ads were shown, 3: placebo ads for control

group, 4: multiple treatments.
cY&X: 1: sales filtered post first exposure or first page view, 2: outcome filtered based on postexposure

time window.
dW: 1: lagged sales, 2: demographics, 3: online behaviors.
e� here is the causal effect rescaled in terms of new accounts—approximately the regression coeffi-

cient on ad exposure times the number of exposed users. Std. err. denotes standard errors; ROI denotes
return on advertising investment.
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components to be zero, doing so naturally induces a bias-variance
trade-off. For example, if advertising only affects the likelihood of
purchase, then we will do well to eliminate the variance intro-
duced by basket size and purchase frequency by converting
sales into a binary variable. However, if advertising also affects
basket size (Lewis and Reiley 2014) or purchase frequency
(Johnson, Lewis, and Reiley 2015), then we would induce down-
ward bias in the estimate of ROI. In contrast to the evaluation
window trade-off where some temporal decay of the treatment
effect is natural to expect, it is generally unclear ex ante which
components of sales response a campaign will primarily influ-
ence. Indeed, in the two cited papers, the authors would have
failed to reject the null hypothesis of �100% ROI if sales had
been converted to a binary variable, but do find significant ef-
fects with the continuous measure even though the coefficient
of variation was up to 40% lower in the restricted case.
Fortunately, for the retail firms we can appropriately account
for all the variability in treatment effect when estimating an ad-
vertiser’s ROI.

Returning to column (10), across the retail experiments, the
median standard error for ROI is 26.1% (mean 61.8%), implying
that the median confidence interval is about 100 percentage
points wide. Given all but the least informative priors, such an
interval is too wide to be of much practical use. The financial
service firm experiments had lower per person expenditure,
median $0.065, and high sales variation (given the all-or-nothing
nature of long-term customer acquisition) and accordingly had
higher standard errors on ROI, with all but one campaign exceed-
ing 93%.

In Figure II we plot the standard error of the ROI estimate
against per capita campaign cost. Each line represents a different
advertiser. Two important features are immediately apparent.
First, there is significant heterogeneity across firms. Firm 1
and the financial firms have the highest statistical uncertainty
in the ROI estimate. We have already discussed why this is the
case for financial services; firm 1 simply had a higher standard
deviation of sales than the other retailers. Second, estimation
tends to get more precise as the per person spend increases.
The curves are downward sloping with the exception of a single
point. This is exactly what we would expect. For a given firm, high
expenditure per person induces a large dose of advertising. This
in turn means that a larger impact on sales must occur to deliver

MEASURING THE RETURNS TO ADVERTISING 1959

 at U
niversity of C

am
bridge on O

ctober 22, 2015
http://qje.oxfordjournals.org/

D
ow

nloaded from
 

http://qje.oxfordjournals.org/


the same percentage return. Measured against the same back-
ground noise, a larger impact is easier to identify than a smaller
one—the larger the dose, the better the power. The most intense
spend was firm 5’s second experiment, at $0.39 per exposed
person, which corresponds to a huge volume of ads: over 80 dis-
play ads or 30–40 TV commercials. This experiment also had a
large, 3.5 million person control group and preperiod sales and
online behaviors to condition on. Despite these favorable design
elements, the 95% confidence interval on ROI is still 60 percent-
age points wide.

Figure II highlights a few important points about firm het-
erogeneity. If more intense spending is likely to be efficient, then
it will be easier to evaluate these types of highly targeted cam-
paigns. A firm can improve precision by making a bias-variance
trade-off that involves intentionally using more intense expendi-
ture than it would in normal practice. Conversely, for firms for
which low spending per person is likely to be optimal, then mea-
suring returns will be substantially more difficult. For instance,
the figure shows that RCTs with an expenditure below $0.05 per
person offered uninformative estimates for these advertisers. In
the next section we will see that most of these low-dose experi-
ments would have needed to be more than 10 times larger to

FIGURE II

ROI Uncertainty and Campaign Cost
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reliably evaluate a null hypothesis of zero effect. In section III.D,
we discuss how the difficulties in evaluating low expenditure
campaigns implies an analogous difficulty in distinguishing cam-
paigns of similar expenditure per person, which is a necessary
step in optimization.

III.C. Statistical Power and Experiment Counterfactuals

In Table III we compute how much larger the experiments
would have to be to reliably evaluate various sets of hypotheses
on the returns to advertising investments. The multipliers get to
the heart of the economics of measuring the returns to advertis-
ing by defining the financial commitment necessary to generate
reliable feedback regarding ROI, provided expanding the cam-
paign to the specified degree was indeed possible. They also
help extend our results to other media or firms, where larger ex-
perimentation may be possible.

We start with disparate null and alternative hypotheses and
then draw the hypotheses closer to tolerances more typical of in-
vestment decisions. For each hypothesis set, we first give the ex-
pected t-statistic, E½t�, to reject the null hypothesis when the true
state of the world is given by the alternative hypothesis. This
reflects the expected statistical significance of the actual experi-
ment provided the alternative is true. The ‘‘experiment multi-
plier’’ tells us how much larger an experiment would have to be
in terms of new, independent individuals to achieve adequate
power, which we define as an expected t-statistic of 3, as this
produces power of 91% with a one-sided test size of 5%. The ex-
periment could also be made larger by holding N constant and
lengthening the duration using the same expenditure per week.
Here we focus on N because it does not require us to model the
within-person serial correlation of purchases or the impact func-
tion of longer exposure duration. Naturally, if individuals’ pur-
chases were independent across weeks and the ad effect was
linear, then adding a person-week could be done just as effec-
tively by adding another week to the existing set of targeted
individuals.17

17. If the serial correlation is large and positive (negative), then adding more
weeks is much less (more) effective than adding more people. Note also that cam-
paigns are typically short because firms like to rotate the creative so that ads do not
get stale and ignored. Finally, we note that running more concentrated tests can
also improve power, an issue we discuss in section IV.C.
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TABLE III

STATISTICAL POWER OF THE 25 ADVERTISING EXPERIMENTS

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
Ads did Highly Strong Maximized

anything? profitable? performer? profits?
H0: ROI =�100% H0: ROI = 0% H0: ROI = 0% H0: ROI = 0%

Ha: ROI = 0% Ha: ROI = 50% Ha: ROI = 10% Ha: ROI = 5%
�ROI = 100% �ROI = 50% �ROI = 10% �ROI = 5%

Adv. Std. err. E[t]a N� for E[t] N� for E[t] N� for E[t] N� for
expt. ROI (%) E[t]=3b (�) E[t]=3 (�) E[t]=3 (�) E[t]=3 (�)

Panel A: Retailers: In-store + online sales
1.1 61 1.64 3.3 0.82 13.4 0.16 335 0.08 1,338
1.2 193 0.52 33.5 0.26 133.8 0.05 3,345 0.03 13,382
1.3 84 1.19 6.3 0.60 25.2 0.12 631 0.06 2,524
1.4 134 0.75 16.2 0.37 64.7 0.07 6,939 0.02 27,756
1.5 278 0.36 69.4 0.37 277.6 0.07 425 0.07 1,700
1.6 84 1.20 6.3 0.60 25.2 0.12 629 0.06 2,515
2.1 24 4.12 0.5 2.06 2.1 0.41 53 0.21 212
2.2 25 3.99 0.6 2.00 2.3 0.40 57 0.20 226
2.3 23 4.33 0.5 2.17 1.9 0.43 48 0.22 192
3.1 52 1.92 2.4 0.96 9.7 0.19 243 0.10 972
3.2 34 2.96 1.0 1.48 4.1 0.30 103 0.15 411
3.3 22 4.50 0.4 2.25 1.8 0.45 44 0.23 177
3.4 26 3.82 0.6 1.91 2.5 0.38 62 0.19 247
3.5 21 4.73 0.4 2.36 1.6 0.47 40 0.24 161
3.6 25 3.98 0.6 1.99 2.3 0.40 57 0.20 227
3.7 9 11.32 0.1 5.66 0.3 1.13 7 0.57 28
4.1 10 10.45 0.1 5.22 0.3 1.04 8 0.52 33
5.1 57 1.76 2.9 0.88 11.6 0.18 291 0.09 1,165
5.2 15 6.90 0.2 3.45 0.8 0.69 19 0.34 76

Mean 62 3.71 7.6 1.86 30.6 0.37 765 0.19 3,058
Median 26 3.82 0.6 1.91 2.5 0.38 62 0.19 247

Panel B: Financial services: New account sign-ups, online onlys
6.1 138 0.73 17.1 0.36 68.3 0.07 1,707 0.04 6,828
6.2 137 0.73 17.0 0.36 67.9 0.07 1,697 0.04 6,790
6.3 93 1.07 7.8 0.54 31.4 0.11 785 0.05 3,139
6.4 93 1.08 7.7 0.54 30.9 0.11 77 0.05 3,094
7.1 47 2.13 2.0 1.06 8.0 0.21 199 0.11 795
7.2 233 0.43 48.7 0.21 195.0 0.04 4,874 0.02 19,496

Mean 123 1.03 16.7 0.51 66.9 0.10 1,673 0.05 6,690
Median 115 0.90 12.4 0.45 49.6 0.09 1,241 0.04 4,964

aE[t] is the expected t-statistic for testing the null versus the alternative hypothesis, given the ROI
standard error.

bEqual to ð 3
E½t�Þ

2—the multiple of the experiment’s sample size, N, necessary for a powerful experiment
where E½t� ¼ 3.
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In columns (3)–(4) we start with distinguishing no impact
(�100% ROI) from positive returns (ROI> 0%). Indeed, most
papers on ad effectiveness use this is as the primary hypothesis
of interest—the goal being to measure whether the causal influ-
ence on sales is significantly different from zero (Bagwell,
2007).18 Nine experiments had E½t� < 1:65 (column (3)), meaning
the most likely outcome was failing to reject�100% ROI when the
truth was the ad was profitable.19 The multipliers indicate that
these experiments would have to be substantially larger to pro-
duce informative results. Ten experiments had E½t� > 3, meaning
they possessed sufficient power to reliably determine if the ads
had a causal effect on consumer behavior. The remaining six were
moderately underpowered and could reliably evaluate this hy-
pothesis set with a modest increase in size.

Simply rejecting that a campaign was a total waste of money
is not an ambitious goal. In columns (5)–(6) we set the null hy-
pothesis as ROI = 0% and the alternative to a blockbuster return
of 50% (although one could think of this as rejecting a substantial
loss �25% in favor of a very strong gain +25%, an ROI difference
of 50%). Here 12 experiments had E½t� < 1 (severely un-
derpowered), 4 had E½t� 2 ½1; 2�, 5 had E½t� 2 ½2; 3� (90% >power
>50%), and only 3 had E½t� > 3. Thus, only 3 of the 25 had suffi-
cient power to reliably conclude that a wildly profitable campaign
was worth the money, and an additional seven could reach this
mark by increasing the size of the experiment by a factor of about
2.5 (those with E½t� 2 ½1:9; 3�) or by using other methods to opti-
mize the experimental design. The median campaign would have
to be nine times larger to have sufficient power in this setting.
The most powerful experiments were firm 5’s second campaign,
which cost $180,000 and reached 457,968 people, and firm 4’s
campaign, which cost $90,000 and reached 1,075,828 people.
For firm 5’s second campaign, the relatively high precision is
largely due to it being the most intense in terms of per person
spend ($0.39). The precision improvement associated with tri-
pling the spend as compared to an earlier campaign is shown
graphically in Figure II. Firm 4 had good power due to two key

18. Specific examples using field experiments include estimating the impact of
enlistment recruiting (Carroll et al. 1985), TV commercials for retailers (Lodish
et al. 1995; Joo et al. 2013), various media for packaged foods (Eastlack and Rao
1989), and online ads (Reiley, Rao, and Lewis 2011; Lewis and Reiley 2014).

19. If E½t� < 1:65, even with a one-sided test, more than half the time the t-sta-
tistic will be less than the critical value due to the symmetry of the distribution.
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factors: it had the fourth highest per person spend and the second
lowest standard deviation of sales.

Identifying highly successful campaigns from ones that
merely broke even is not an optimization standard we typically
apply in economics, yet our analysis shows that reliably distin-
guishing a 50% from 0% ROI is typically not possible with a
$100,000 experiment involving millions of individuals. In col-
umns (7)–(8) we draw the hypotheses to a more standard toler-
ance of 10 percentage points, noting that while we use 0% and
10% for instructive purposes, in reality the ROI goal would need
to be estimated as well. Every experiment is severely un-
derpowered to reject 0% ROI in favor of 10%. E½t� is less than
0.5 for 21 of 25 campaigns, and even the most powerful experi-
ment would have to be seven times larger to have sufficient power
to distinguish this difference. The median retail sales experiment
would have to be 61 times larger (with nine exceeding 100�) to
reliably detect the difference between an investment that, using
conventional standards, would be considered a ‘‘strong perfor-
mer’’ (10% ROI) and one that would be not worth the time and
effort (0% ROI). For financial service firms the median multiplier
is a woeful 1,241.

In columns (9)–(10) we push the envelope further, setting the
difference between the test hypotheses to 5 percentage points.
The multipliers demonstrate that this is not a question an adver-
tiser could reasonably hope to answer for a specific campaign or in
the medium-run across campaigns—in a literal sense, the total
U.S. population and the advertiser’s annual advertising budget
are binding constraints in most cases. These last two hypotheses
sets are not straw men. These are the real standards we use in
textbooks, teach our undergraduates and MBAs, and employ for
many investment decisions. In fact, 5% ROI in our setting is for
roughly a two-week period, which corresponds to an annualized
ROI of over 100%. If we instead focused on 5% annualized ROI,
the problem would be 676 times harder.20

Many investment decisions involve underlying uncertainty.
In drug discovery, for example, a handful of drugs like Lipitor
(atorvastatin, Pfizer) are big hits, and the vast majority never
make it to clinical trials. Drug manufacturers typically hold
large, diversified portfolios of patent-protected compounds for

20. We are trying to estimate 1
26th of the previous effect size, which is 262 times

harder.
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this very reason, and ex post profit measurement is relatively
straightforward. Advertisers tend to vary ad copy and campaign
style to diversify expenditure, and although this does guard
against the idiosyncratic risk of a ‘‘dud’’ campaign, it does
not guarantee the firm is at a profitable point on the � function
because ex post measurement is so difficult. Other revenue-
generating factors of production, such as management consult-
ing, capacity expansion, and mergers, may involve similar
statistical uncertainty. Bloom et al. (2013) document the diffi-
culty in measuring the returns to consulting services and conduct
the first randomized trial to measure the causal influence of these
expensive services. The authors report a positive effect of consult-
ing but also report that it is not possible to make precise ROI
statements. A key difference is that the advertising industry is
replete metrics and analysis that offer a deceptive quantitative
veneer—one might have thought that the ability to randomize
over millions of users would naturally lead to precise estimates,
but this is not the case for a large share of advertising spend.
Observational methods claiming to do substantially better than
the levels of efficiency we report (conditional on sample size, etc.)
should be viewed with skepticism.

III.D. Optimizing Expenditure with a ROI Target

Returning to Figure I, there are three important regions sep-
arated by c� and ch. c� gives the optimal per person spend and

defines the ROI target: �ðc
�Þm�c�

c� . ch gives the break-even point at
which average ROI is zero. For c < c�, average ROI is positive but
the firm is underadvertising—ROI is too high. For c > c�, the firm
is overadvertising: average ROI is still positive as long as c < ch,
but marginal returns are negative. In this region, although ROI is
positive, spending should be reduced, but may interact with the
decision maker’s average marginal bias (de Bartolome 1995).
When c > ch, ROI is negative, and the plan of action is much
clearer.

A seemingly straightforward strategy to estimate the sales
impact function would be to run an experiment with several
treatment cells in which cost per person is exogenously
varied.21 Each treatment gives an estimate in (c; �ðcÞ) space
shown in Figure I. A firm may use simple comparisons to measure

21. See Johnson, Lewis, and Reiley (2015) for an example.

MEASURING THE RETURNS TO ADVERTISING 1965

 at U
niversity of C

am
bridge on O

ctober 22, 2015
http://qje.oxfordjournals.org/

D
ow

nloaded from
 

http://qje.oxfordjournals.org/


marginal profit. Consider two spend levels 0 < c1 < c2. Marginal
profit is given by m � ð�ðc2Þm� c2Þ � ð�ðc1Þ � c1Þ ¼ m � ð�ðc2Þ�

�ðc1ÞÞ � ðc2 � c1Þ. Estimating marginal ROI is substantially
more difficult primarily because the cost differential, which can
be thought of as the effective cost per exposed user, between the
two campaigns �c ¼ c2 � c1 is much smaller than a standalone
campaign. This means the very high standard errors given on the
left side of Figure II are representative of the hypothesis tests
required with a small �c.22 The difficulty in this comparison is
exacerbated by the fact that the expected profit differential also
decreases in �c due to the concavity of �ðcÞ.23 Ideally, we would
like to find c� where this marginal profit estimate is equal to the
cost of capital, but achieving such precise estimates is essentially
impossible.

IV. Robustness and Generalizability

In this section, we discuss the robustness of our findings and
look to the future on how technological advances have the poten-
tial to improve the economics of measuring the returns to
advertising.

IV.A. Sales Volatility

Heavily advertised categories such as high-end durable
goods, subscription services such as credit cards, voting
(Broockman and Green 2014), and infrequent big-ticket pur-
chases like vacations all seem to have consumption patterns
that are more volatile than the retailers we studied selling swea-
ters and dress shirts and about as volatile as the financial service
firms who also face an ‘‘all-or-nothing’’ consumption profile. For
example, for U.S. automakers we can back out sales volatility
using published data and a few back-of-the-envelope assump-
tions24 conclude that the standard-deviation-to-mean-sales ratio

22. To see this more clearly, notice that the variance of marginal ROI has the
cost differential in the denominator: VarðROIð�cÞÞ ¼ m

�c

� �2
Var �ðc2Þ � �ðc1Þð Þ.

23. An important analog is the evaluation of ad copy. Determining if two ‘‘cre-
atives’’ are significantly different will only be possible when their performance dif-
fers by a relatively wide margin.

24. Purchase frequency of five years, market share of 15%, and average
sales price of the 2011 median $29,793. Source: http://www.nada.
org/Publications/NADADATA/.
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for month-long campaign windows is 20:1—greater than that of
nearly all the firms we study. In contrast, our results do not nec-
essarily apply to new products, direct-response TV advertising, or
firms that get the vast majority of customers through advertising
(such as a firm reliant on sponsored search). However, according
to estimates from Kantar AdSpender and other industry sources,
large, publicly traded advertisers, such as the ones we study,
using standard ad formats, account for the vast majority of ad-
vertising expenditure. Thus while we are careful to stress that
our results do not apply to every market participant, they do have
important implications for the market generally.

IV.B. Scale

Our scale multipliers are designed to estimate the cost nec-
essary to push confidence intervals to informative widths
and help calibrate our findings against other, potentially more
expensive advertising media (they are a lower bound when geo-
randomization is the only experimentation technology available).
The unfavorable economics show, however, that it would require
a huge financial commitment to experimentation—the implied
cost was typically in the tens of millions of dollars (and sometimes
far more). Very large firms, however, often have marketing bud-
gets that exceed these levels and, especially over time, achieving
relatively precise estimates is possible, in principle. Running re-
peated $500,000 experiments would allow some firms to signifi-
cantly improve their understanding of the average impact of
global spend.25 This type of commitment does not appear to be
commonplace today, though there is at least one notable excep-
tion: Blake, Nosko, and Tadelis (2014), the results of which
shifted the advertising strategy for the firm (eBay).26 For some
large advertisers, even this sort of commitment would not be
enough and smaller firms may be unable to afford it.

A thought experiment, our ‘‘Super Bowl Impossibility
Theorem,’’ on advertising at scale is given in the Online
Appendix, where we consider the ability of advertisers to measure

25. One seemingly attractive strategy is to use an evolving prior to evaluate
campaigns. But as we have seen, the signal from any given campaign is relatively
weak, meaning a Bayesian update would essentially return the prior. So while this
is a promising strategy to determine the global average, it probably would not help
much in evaluating any single campaign.

26. The experiment, which utilized temporal and geographic randomization, is
easily the largest to end up in published work involving tens of millions of dollars.
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the returns for the largest reach advertising venue in the United
States. We show that even if each 30-second television commer-
cial could be randomized at the individual level, it is nearly im-
possible for a firm to be large enough to afford the ad but still
small enough to reliably detect meaningful differences in ROI.

IV.C. Audience and Expenditure Intensity

The audience exposed to a firm’s advertisements affects not
only the causal effect of the ads (the classic notion of targeting),
but the precision of measurement as well. The intensity of adver-
tising similarly affects both quantities. For targeting, suppose
there are N individuals in the population the firm would consider
advertising to. We assume that the firm does not know how a
campaign will impact individuals but can order them by expected
impact. The firm wants to design an experiment using the first M
of the possible N individuals. The following derivation is straight-
forward so we place it in the Online Appendix. We find that the
t-statistic on advertising impact is increasing in M if the targeting
effect decays slower than ��ðMÞ

2
ffiffiffiffiffiffi
2M
p . Thus, the question of whether tar-

geting helps or hurts inference is empirical.
Some firms may face hopeless trade-offs in experimenting on

the entire population they wish to advertise to, so instead choose
to evaluate spend on a portion of individuals mostly likely to re-
spond. Since these individuals presumably would cost more per
person to advertise to, targeted tests are a natural analog to run-
ning a concentrated test in terms of higher per person expendi-
ture more broadly. In both cases, variance may be reduced by
inducing bias in terms of extrapolating the effect to the broader
user base (targeting) or for less intense expenditures (concen-
trated tests).

IV.D. Advances in Data Collection and Methods

Digital measurement has opened up many doors in measur-
ing advertising effectiveness; the RCTs in this article are exam-
ples. Improving experimental infrastructure has the potential to
dramatically reduce the costs of running experiments. In the first
generation of field experiments, major firms worked with pub-
lishers in a ‘‘high-touch’’ fashion to implement RCTs. Advances
that have recently arrived include experimentation as a service
and computational advertising software interfacing with real-
time display and search exchanges. Both could help move the
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industry beyond the geographic randomization that can be cur-
rently performed ‘‘off the shelf.’’ Ad-serving infrastructure that
allows for large, free control groups (without explicit participa-
tion from the publisher) would further reduce costs and presum-
ably would be developed if there were sufficient demand. This
infrastructure could potentially incorporate pre-experiment
matching as well (Deng et al. 2013).

Increasingly, more ad delivery channels are being brought
into the digital fold. Early experiments with cable television re-
quired custom infrastructure to randomize ad delivery (Lodish
et al. 1995), but the ability to personalize ad delivery is reportedly
being developed by major providers. Without this infrastructure,
high-touch geo-randomized advertising experiments are state of
the art, and experiments that rely on this method are signifi-
cantly more expensive because they cannot econometrically elim-
inate the noise from purchases among those whom the advertiser
is unable to reach with their message (as intent-to-treat estima-
tors). Alongside this improvement in traditional cable systems,
more people are viewing TV online such as YouTube or Hulu and
through devices like smart TVs, Xbox or Roku, all of which can
link into digital ad-serving systems. As more delivery channels
fall under the experimentation umbrella, achieving the scale and
justifying the financial commitment necessary to produces reli-
able ROI estimates becomes more realistic.

Taken together, as experiments become cheaper and easier to
run and possess broader scope, the economics of measuring the
returns will certainly improve. In this article we document that
the baseline these technologies will likely improve on is a difficult
inference problem for much of the advertising market. The histor-
ical difficulty of this problem means that emerging experimenta-
tion technologies have the potential to disrupt the market despite
the challenges we document in running informative RCTs.

V. Discussion and Conclusion

We now discuss what we believe to be the most important
implications of our findings. First, since reliable feedback is
scarce we expect that competitive pressure on advertising spend-
ing is weak. Consistent with this notion, Table II in the Online
Appendix shows that otherwise similar firms (size, margins,
product mix, etc.) operating in the same market often differ in
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their advertising expenditure by up to an order of magnitude.
Although this is by no means a rigorous analysis, it is consistent
with the implication of our findings that very different beliefs on
the efficacy of advertising can persist in the market.

The uncertainty surrounding ROI estimates can create
moral hazard in communication. Suppose the ‘‘media buyer’’
gets a bonus based on his manager’s posterior belief on campaign
ROI. Applying the ‘‘persuasion game’’ model of Shin (1994), we
suppose that the manager is unsure which campaigns have ver-
ifiable ROI estimates.27 In equilibrium, the manager will be skep-
tical because she knows the media buyer will report good news
when available but filter bad news, which is easy to do since ex-
perimental estimates are noisy and the truth is hard to uncover in
the long run. The manager’s skepticism in turn limits the flow of
information about advertising effectiveness within the firm.
These considerations highlight that up until this point of the ar-
ticle we have implicitly maintained two important assumptions:
(i) the firm cares about measuring ROI, and (ii) these measure-
ments would be reported faithfully. Models of strategic commu-
nication show that inference challenges not only makes
measurement itself difficult but can exacerbate agency problems.

In terms of improving the precision of results a publisher can
provide to advertisers, our experimental multipliers show that
one way to reduce statistical uncertainty is to run massive
RCTs. These multipliers indicate advertisers could narrow confi-
dence intervals to an acceptable tolerance with well-designed ex-
periments in the tens of millions of users in each treatment cell.
Larger advertisers committed to experimentation could afford
such RCTs, but only the largest publishers could provide the
scale required. An increase in the demand for experimentation
has the potential to create a new economy of scale and accordingly
shape the organization of advertising-based industries.

Returning to the motivating question we posed at the outset,
our study gives a micro-founded reason as to why it is indeed
unclear whether the total impact of advertising justifies the ag-
gregate expenditure in the market. A consequence is that prices
and media allocations may substantially differ from what they
would be with more complete information. Put simply, the

27. Alternatively, we might suppose that estimates are always provided but the
manager is unsure about which evaluation specification was used. This type of
methodological ‘‘wiggle room’’ can create a similar dynamic.
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advertising market as a whole may have incorrect beliefs about
the causal impact of advertising on consumer behavior.
Increasing adoption of experimentation and cost reductions due
to technological advances thus have a disruptive potential for this
market. Potentially incorrect beliefs of this nature are not a fea-
ture unique to the advertising market, although they do appear to
be uncommon in well-functioning market economies. Bloom et al.
(2013) argue that management consulting expenditures rarely
involve a well-formed counterfactual and thus real returns are
poorly understood. In the $20 billion vitamin and supplement
industry, a 12-year, 40,000-person RCT could not rule out any
ex ante reasonable impact (negative or positive) of supplements
for otherwise healthy people.28 A key difference between adver-
tising and these industries is that advertising has a quantitative
veneer that belies the true underlying uncertainty.

In conclusion, using one of the largest collections of advertis-
ing RCTs to date, we have shown that inferring the effects of
advertising is exceedingly difficult. We have been careful to
note that these findings do not apply to all firms or ad-delivery
channels, but we have argued that they do apply to the majority
of advertising dollars. We have discussed how this informational
scarcity has fundamentally shaped the advertising market.
Advances in experimentation technology will likely improve the
economics of measuring advertising returns from the baseline we
measure, but if realized these technologies, rather than take
away from our conclusions, are likely to shape the industry’s
organization in ways that are directly related to the inherent
measurement challenges facing firms that we have set forth.

Google

Microsoft Research

Supplementary Material

An Online Appendix for this article can be found at QJE
online (qje.oxfordjournal.org).

28. The Physicians Health Study II (Lee et al. 2005) followed 39,876 healthy
women over 12 years. The 95% confidence interval on the effect of experimentally
administered vitamin E on heart attacks ranged from a 23% risk reduction to an
18% risk increase.
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