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Abstract. Many consumers across the world struggle to gain access to credit because of 
their lack of credit scores. This paper explores the potential of a new alternative data 
source, grocery transaction data, for evaluating consumers’ creditworthiness. Our analysis 
takes advantage of a unique, individual-level match of credit card data and supermarket 
loyalty card data. By developing credit scoring algorithms that either exclude or include 
grocery data, we illustrate both the incremental value of grocery data for credit decisions 
and its boundary conditions. We demonstrate that signals from grocery data can improve 
credit approval decisions, particularly for individuals who lack traditional credit scores. 
Furthermore, as a consumer establishes a relationship with lenders and builds a credit his-
tory, the marginal value of incorporating grocery data diminishes. These findings highlight 
the potential of grocery data in informing credit decisions and, consequently, in enabling 
financial institutions to extend credit to consumers who lack traditional credit scores.
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2022.02364. 
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1. Introduction
Recent advances in artificial intelligence and machine 
learning coupled with the evolution of large-scale data 
storage, access, and processing technologies have fueled 
interest among financial institutions in new data sources 
for credit scoring. Examples of these data sources 
include bill payment histories for phone, utility, and 
streaming services (McGurran 2023); transaction re-
cords from checking, savings, and money market ac-
counts (FICO 2022); and rent payment histories (Fannie 
Mae 2021). These initiatives are driven by a dual objec-
tive: the pursuit of profit, such as the acquisition of new 
accounts, and the enhancement of social welfare, parti-
cularly by extending credit access to individuals who 
lack traditional credit scores. The absence of credit 
scores in financial markets, which often arises from lim-
ited or nonexistent credit histories, creates barriers for 
lenders to extend credit to these individuals, effectively 
excluding them from the formal financial systems. This 
challenge is not limited solely to individuals in develop-
ing and emerging economies (Demirgüç-Kunt et al. 
2022), but extends to those in developed countries, 
including 45 million adults in the United States (Con-
sumer Financial Protection Bureau 2016).
In this paper, we evaluate the potential of a new type 

of alternative data source, grocery transaction data, to 

assess consumers’ creditworthiness. We begin by extract-
ing signals of credit risk from grocery data and then 
examine the extent to which these signals predict con-
sumer credit risk relative to traditional data available to 
lenders, such as income and credit scores. Through a sim-
ulation of hypothetical credit scoring and decision- 
making processes, we demonstrate that grocery data can 
offer informative signals of credit risk, leading to 
improved credit outcomes for creditworthy individuals 
and increased profitability for lenders. We also character-
ize the boundary conditions under which the use of gro-
cery data adds no incremental value, which can shed 
light on when lenders might be incentivized to collect, 
acquire, and leverage alternative data. Specifically, we find 
that the incremental benefit of grocery data diminishes 
sharply as traditional credit scores or relationship-specific 
credit history becomes available. These findings highlight 
the potential for financial institutions to use grocery data 
to extend credit to individuals who lack traditional credit 
scores, while also demonstrating the limitations of this 
new data source.
Our empirical analysis is enabled by a novel proprie-

tary data set from a multinational conglomerate operat-
ing in multiple cash-reliant, developing countries in 
Asia. We leverage data from the country in which the 
conglomerate is headquartered. The data sponsor owns 
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a credit card issuer and a large-scale supermarket 
chain, which enables us to merge data from these two 
domains. In particular, using a customer identifier, we 
merge the supermarket’s loyalty card data and the 
issuer’s credit card spending and payment history at 
the individual level for the consumers who appear in 
both data sources between January 2017 and June 2019. 
The merged data allow us to observe how 30,089 consu-
mers behave in the two seemingly different domains.
To assess the impact of incorporating grocery data 

into credit decisions, we take the perspective of a lender 
who faces two types of credit decisions. The first deci-
sion involves customer acquisition, in which the lender 
utilizes credit scoring algorithms to evaluate and screen 
new credit card applicants. The second decision con-
cerns customer management, in which the lender’s 
objective is to predict defaults among cardholders who 
have recently missed a credit card payment. For each of 
these scenarios, we build two sets of predictive algo-
rithms: one that relies solely on traditional data, such as 
sociodemographic variables and traditional credit 
scores provided by credit bureaus, and another that 
incorporates grocery data to predict applicants’ credit 
risk. The outcome variable for these algorithms is con-
structed based on consumers’ credit card payment 
behaviors during the sample period, which is assumed 
to be unobserved by the lender at the time of predic-
tion. We then simulate the lender’s decision-making 
process using the predictions generated by each algo-
rithm. This approach allows us to examine the incre-
mental predictive power of grocery data compared 
with traditional data, holding other modeling choices 
fixed.
We begin our analyses by extracting signals of credit 

risk from grocery data. Our approach to feature engi-
neering is motivated by our conversation with the man-
ager of the data sponsor, who stated, “To work with 
these huge data sets, you need a strategy for summariz-
ing the key pieces of data into meaningful variables. A 
naïve approach of simply throwing all our data at this 
problem without any structure is unlikely to work.” 
This remark resonates with the comment made by a 
manager at one of the leading banks in the United 
States with whom we spoke. The manager mentioned 
that the major obstacle to utilizing large-scale, granular 
consumer data in the making of loans is not a lack of 
access to such data but rather a lack of knowledge on 
how to leverage them efficiently.
Our strategy for feature engineering is built on the 

premise that repeated behaviors in the grocery domain, 
which we refer to as grocery shopping habits, may con-
tain signals of credit risk. Specifically, we posit that 
individuals who consistently demonstrate “good” be-
haviors in the grocery domain (e.g., purchasing healthy 
foods) are more likely to manifest good behaviors 
in financial domains (e.g., paying bills on time). This 

premise implies that an individual’s grocery shopping 
habits can provide insights into the individual’s finan-
cial behaviors and, consequently, credit risk. Guided 
by an extensive body of literature on habits, 
we construct variables that measure the level of con-
sistency1 or lack thereof in two broad dimensions of 
grocery shopping behaviors: what and how individuals 
buy. Grocery data lends itself particularly well to 
measuring general consumer traits, such as their ten-
dency to engage in good behaviors, given that consu-
mers make repeated and frequent choices within this 
domain.
We find that what one buys can explain what type of 

payer one is even after controlling for various sociode-
mographic variables and credit scores. For instance, 
buying cigarettes or energy drinks is associated with a 
higher likelihood of missing credit card payments or 
defaulting, whereas purchasing fresh milk or vinegar 
dressings is linked to consistently paying credit card 
bills on time. Using item-level survey ratings, we find 
suggestive evidence that buying healthier but less con-
venient food items is predictive of responsible payment 
behaviors. Furthermore, we observe a positive and 
robust correlation between displaying greater consis-
tency in various dimensions of grocery shopping 
behavior and making timely credit card bill payments. 
For example, cardholders who consistently pay their 
bills on time are more likely to shop on the same day of 
the week, spend similar amounts across months, and 
purchase the same brands and product categories.
Next, we build credit scoring algorithms that either 

include or exclude the signals derived from grocery 
data. Our previous analysis of grocery shopping habits 
guides how we transform raw grocery data into inputs 
for these algorithms. We find that the incremental pre-
dictive gains largely depend on whether the lender 
knows the consumers’ traditional credit scores from 
credit bureaus. In our final sample, credit scores are 
missing for roughly half of the consumers. Although 
we do not directly observe the source of missing data, 
evidence suggests that a significant number of consu-
mers in developing and emerging economies, includ-
ing the country represented in our data, lack credit 
scores as they do not have access to formal financial ser-
vices and, therefore, generate no traditional financial 
data (Demirguc-Kunt et al. 2018). To allow for the 
potential differential impact of using grocery data for 
scored and unscored consumers, we perform analyses 
separately for each group.
To predict the credit risk of unscored consumers or 

those without credit scores, the lender often relies 
solely on sociodemographic variables, such as income. 
In these scenarios, incorporating grocery data signifi-
cantly improves predictive accuracy, increasing out-of- 
sample predictive power by 3.11 to 7.66 percentage 
points, as measured by the area under the receiver 
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operating characteristic curve (AUC). When it comes to 
consumers with credit scores, we find that grocery 
data, when used in isolation, can achieve predictive 
accuracy comparable to that of credit scores alone. This 
result implies that individuals’ nonfinancial behaviors 
can provide credit risk signals of similar value to tradi-
tional credit scores. However, grocery data is not a 
perfect substitute for credit scores as there is a smaller 
yet positive incremental predictive gain from grocery 
data even relative to credit scores. More precisely, 
when both sociodemographic variables and credit 
scores are available, the incremental predictive power 
introduced by grocery data ranges from 0.359 to 2.51 
percentage points in the out-of-sample AUC. Taken 
together, these results suggest that grocery data com-
plements rather than substitutes traditional financial 
data, such as sociodemographic variables and credit 
scores.
To illustrate the impact of grocery data on customer 

acquisition decisions, we simulate the lender’s decision 
of whether to approve a credit card applicant, assum-
ing that the decision is based on the expected payoffs 
derived from acquiring the applicant. These expected 
payoffs are a function of the default predictions gener-
ated by the credit scoring algorithms. We worked with 
our data sponsor to develop and calibrate a model of 
credit extension decisions that accurately represents 
key aspects of the credit card approval process. Using 
this model, we simulate one potential approach for 
leveraging grocery data, in which the lender initially 
screens applicants using only standard data and subse-
quently incorporates grocery data as an additional 
screening device to refine the pool of initially approved 
applicants.
We find that implementing this two-stage decision 

rule leads to a 1.46% increase in per-person profits 
among applicants without credit scores. This increased 
profitability is driven by the improved risk profile of 
approved applicants as the rule effectively filters out 
defaulters, who experience a higher likelihood of rejec-
tion in the second stage than nondefaulters. By contrast, 
for applicants with credit scores, the impact on credit 
approval decisions and profitability is minimal with a 
0.025% increase in per-person payoffs. These findings 
collectively suggest that, under the particular decision 
rule we consider, there may be a stronger motivation 
for the lender to acquire, collect, and leverage grocery 
data for evaluating applicants who lack a traditional 
credit score.
To further illustrate the value of grocery data in 

credit decisions, we consider an alternative decision: 
the management of existing cardholders who have 
recently missed a payment. In particular, we examine 
the extent to which incorporating grocery data contri-
butes to predicting defaults among these cardholders. 
This predictive capability allows lenders to promptly 

implement targeted interventions, such as freezing the 
cards of cardholders with a sufficiently high default 
likelihood and simply sending payment reminders to 
those with a low default likelihood. Our findings indi-
cate that grocery data can help better predict the default 
of a newly acquired cardholder who fails to make pay-
ments for the first credit card bills. However, beyond 
this case, the inclusion of grocery data offers limited 
additional value. Specifically, the incremental value of 
grocery data diminishes as cardholders establish and 
maintain their relationship with the issuer, generating 
a wealth of first party data, including detailed credit 
card spending data, which proves highly predictive of 
default. Overall, this observation establishes another 
boundary condition for the potential value of grocery 
data.
This paper contributes to the literature exploring the 

value of nontraditional, alternative data for credit scor-
ing. Academics have examined various types of nontra-
ditional data, including mobile phone usage data (San 
Pedro et al. 2015, Óskarsdóttir et al. 2019, Björkegren 
and Grissen 2020), text (Dorfleitner et al. 2016, Netzer 
et al. 2019), soft information (Iyer et al. 2016), social net-
work (De Cnudde et al. 2019), digital footprints (Berg 
et al. 2020), verified consumer data (Chan et al. 2022), 
and education and employment history (Di Maggio 
et al. 2022). This paper assesses the information content 
of grocery data, which has received little attention in 
the domain of credit scoring. One exception is Vissing- 
Jorgensen (2021), who uses data from a Mexican retail 
chain that offers customers an option to buy products 
on credit to demonstrate the correlation between one’s 
default risk and the items purchased at the retail store. 
Although similar in spirit, we explore a broader range 
of grocery shopping behaviors beyond what one buys. 
Further, to our knowledge, we are the first to explore 
the value of first party proprietary data as alternative 
data.
More broadly, this paper complements a new and 

rapidly growing literature on the economics of data. 
Although the perspective toward data as an input into 
a firm’s production function is not new, the recent liter-
ature highlights the availability of large-scale data and 
the potential for data sharing across firms. Some stud-
ies in the stream of literature identify channels through 
which data and data sharing can generate welfare 
gains, such as prediction improvement and better cus-
tomization (e.g., Bajari et al. 2019, Hughes-Cromwick 
and Coronado 2019, Jones and Tonetti 2020, Farboodi 
and Veldkamp 2021). This paper studies the context of 
first party data sharing across seemingly remote 
domains (i.e., marketing data from grocery retail and 
finance data from banks) and provides empirical evi-
dence on the complementary nature of the data and 
resulting gains to firms. Further, it is often a central yet 
unverified premise of many theoretical models in the 
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literature that improvement in prediction from data 
translates into an improvement in decision. We decom-
pose the process of a firm’s data usage into prediction 
and decision steps and demonstrate the effect of data 
on each step.
The rest of the paper proceeds as follows. Section 2

describes our empirical setting and data and defines 
the final sample for analysis. Section 3 explains how 
we extract relevant signals from grocery data, and Sec-
tion 4 evaluates the predictive power of these signals. 
Section 5 illustrates the effect of incorporating grocery 
data into lenders’ credit approval or customer acquisi-
tion decisions. Section 6 explores an alternative use 
case, examining the value of grocery data in managing 
existing customers. Section 7 discusses the managerial 
implications of our findings, and Section 8 concludes.

2. Data and Empirical Strategy
2.1. Data
We use a new, proprietary data set from an anonymous 
conglomerate that operates both a credit card issuer and 
a supermarket chain. The credit card issuer offers 
general-purpose credit cards that can be used at any mer-
chant that accepts the associated processing network. 
The supermarket chain sells a wide range of products in 
various categories, including groceries, household sup-
plies, clothing, and other general merchandise. Our anal-
ysis takes advantage of an individual-level match 
between credit card data and supermarket loyalty card 
data using a customer identifier. Observing first party 
data from both domains presents a unique opportunity, 
especially in the United States, where the banking and 
retail sectors are typically separate.2

2.1.1. Data from the Credit Card Issuer. We have four 
types of account-level data for approved cardholders: 
sociodemographic variables, credit scores, credit card 
spending data, and credit card payment history. The 
sociodemographic variables are self-reported and in-
clude monthly income, employment status, occupation, 
and number of dependents. The issuer supplements 
this information with credit scores purchased from a 
credit bureau. The issuer uses both sociodemographic 
variables and credit scores to evaluate credit card appli-
cations. We also have transaction-level data on card-
holders’ credit card spending between January 1, 2017, 
and December 31, 2018. For each transaction, we ob-
serve the date, transaction amount (both inflow and 
outflow), merchant category, and anonymized mer-
chant name.
We observe cardholders’ credit card payment history 

between June 14, 2017, and June 13, 2019. This data set 
includes the delinquency variable, which indicates the 
duration of any outstanding debt owed by the card-
holder, as well as the payment variable, which records 

the monthly payment status (e.g., normal payment, no 
payment, overpayment).3

2.1.2. Data from the Supermarket. We have two types 
of data from the supermarket between January 1, 2017, 
and December 31, 2018: scanner panel data and store- 
level temporary price promotion data. The scanner 
panel data tracks purchases made with the supermar-
ket’s loyalty cards across different stores within the 
chain regardless of the payment method. This data 
includes the time stamp, item code, item hierarchy 
information, brand code, quantity purchased, price 
listed, price paid, customer identifier, transaction iden-
tifier, and store identifier. The item code is similar to 
the universal product code (UPC) used in the United 
States and is the most granular level of item definition 
in the data. The terms “item code” and “UPC” are used 
interchangeably hereafter. The item hierarchy informa-
tion allows us to identify the nature of individual items. 
All UPCs are categorized into departments (e.g., con-
sumer packaged goods), each of which is then broken 
down into sections (e.g., beverages). A section can be 
divided into product groups (e.g., mineral water), each 
of which can be further divided into product categories 
(e.g., flavored mineral water).
The store-level price promotion data records the fol-

lowing information for each UPC that was on sale at a 
specific store on a given date: store identifier, date and 
duration of in-store price promotions, regular and pro-
moted prices, profit margin, on-shelf stock quantity, 
and quantity sold during the promotion. We merge the 
promotion data with the scanner panel data to assess 
whether a consumer purchased a sale item.

2.1.3. Merging Credit Card and Supermarket Data. By 
merging the credit card and supermarket data, we 
obtain a matched sample of 37,188 consumers. To 
ensure a one-to-one mapping between grocery shop-
ping and credit card payment behaviors, we retain only 
consumers who satisfy two conditions: (1) the con-
sumer is the only cardholder linked to the correspond-
ing supermarket loyalty card, and (2) the consumer 
made purchases using only one credit card issued 
by our credit card issuer throughout the sample per-
iod. By doing so, we aim to mitigate concerns about 
the potential sharing of credit cards and/or super-
market loyalty cards among multiple individuals 
within a household.
Summary statistics for the full credit card sample, the 

full supermarket sample, and the matched sample are 
provided in Online Appendix A.1. Compared with the 
average credit card user, the average matched con-
sumer has a lower monthly income, has a higher credit 
score, and spends more on the issuer’s credit card. 
Compared with the average supermarket consumer, 
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the average matched consumer spends more at the 
focal supermarket.

2.2. Empirical Strategy: Credit 

Approval Decisions
In this section, we primarily discuss the empirical strat-
egy related to the first type of problem explored in this 
paper: the use of grocery data for a lender’s credit 
approval decision or customer acquisition decision. 
Details on another problem we consider, which 
involves the use of grocery data for managing existing 
customers, can be found in Online Appendix D.
To assess the impact of incorporating grocery data 

into credit approval decisions, we take the perspective 
of a lender who evaluates and screens credit card appli-
cants. We build a series of credit scoring algorithms, 
each of which assumes a different information set of 
the lender, and compare the resulting predictive accu-
racy. Specifically, our approach utilizes a two-period 
design, in which the sample period is split into two 
nonoverlapping periods, periods 1 and 2 in Figure 1. At 
the beginning of period 2, the lender is assumed to 
make approval decisions for the applicants based on 
consumer data available at that time. To simulate this 
information set, we use consumer data from period 1 
(sociodemographic characteristics, credit scores, and 
grocery data) to create input features for the credit scor-
ing algorithms.
The outcome variable in the credit scoring algo-

rithms is constructed based on the consumers’ credit 
card payment behaviors in period 2, which is assumed 
to be unobserved by the lender at the time of the 
approval decision. Specifically, following one of the 
segmentation schemes used by the data sponsor, we 
classify consumers into one of three credit card seg-
ments: never-delinquents (who always pay bills on 

time), sloppy payers (who miss payments periodically 
without defaulting), and defaulters.4 In other words, 
we treat the lender’s credit risk prediction problem as a 
classification task, in which the goal is to predict the 
applicants’ credit card segments in period 2.
We operationalize the three credit card segments, 

guided by patterns observed in the data and discus-
sions with company executives that provided the data, 
which broadly aligns with industry norms. In the credit 
card market, consumer default occurs in the form of 
consecutive delinquencies, and delinquency refers to a 
cardholder’s failure to make at least the minimum pay-
ment by the end of a billing cycle. A cardholder is 
recorded as one-month delinquent as soon as the 
account is at least one day past due. If the cardholder 
fails to make a payment before the subsequent billing 
cycle (typically about a month apart from the current 
cycle), the cardholder is considered two-month delin-
quent. Depending on the issuer’s policies, a cardholder 
who falls behind on payments for a certain number of 
consecutive months may be considered in default. In 
this paper, we define a consumer as a defaulter if the 
consumer entered a two-month delinquency at any 
point during period 2.5 A consumer is classified as a 
sloppy payer if the consumer entered a one-month 
delinquency at least once during period 2 but never 
entered a two-month delinquency. A consumer is cate-
gorized as never-delinquent if the consumer never 
missed a payment throughout period 2.
Our empirical design offers two advantages. First, it 

allows us to assess the marginal impact of incorporat-
ing grocery data into credit decisions, which is the 
main goal of this paper. Specifically, because grocery 
data is available in period 1, we can construct credit 
scoring algorithms that either include or exclude gro-
cery data and compare the resulting credit decisions. 

Figure 1. Data and Empirical Strategy 
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Second, our design reduces the potential risk of falsely 
attributing the indicators of temporal financial shocks 
to grocery shopping habits (equivalent to individual 
fixed effects) as we use lagged grocery shopping beha-
viors in period 1 to predict credit risk in period 2.

2.3. Sampling and Summary Statistics
Among the matched consumers, we further narrow 
our focus to consumers who satisfy three conditions. 
First, they made at least five shopping trips to the 
supermarket during period 1, so we have enough 
observations to characterize their grocery shopping 
habits. Second, they did not default according to our 
definition of default during period 1. This condition is 
to capture individuals’ grocery shopping behaviors 
independent of any temporal shocks that could have 
led them to default. Third, conditional on not entering 
a two-month delinquency during period 2, they did not 
enter a one-month delinquency in the last month of 
period 2. As we do not observe whether the last month 
delinquency in the data led to a two-month delin-
quency, we cannot conclude whether they would have 
been categorized as sloppy payers or defaulters.
Applying the three filters leaves us with 30,089 con-

sumers. Among the sample consumers are 24,315 
never-delinquent payers (81%), 3,576 sloppy payers 
(12%), and 2,198 defaulters (7%). Table 1 presents sum-
mary statistics for selected variables across the three 
segments. The three segments significantly differ based 
on key observable characteristics commonly used to 
evaluate credit risk, such as income and credit scores. 
Specifically, the average sloppy payer has the highest 
income, followed by never-delinquents and then 
defaulters. Regarding credit scores, the data sponsor’s 
market uses a scale ranging from 300 to 900 with a score 
above 700 typically indicative of financial health. The 

average never-delinquent payer has the highest credit 
score, and the average sloppy payer has a credit score 
around the threshold of being considered financially 
healthy. The relatively high average credit scores across 
all segments may follow from the fact that all sample 
consumers have been approved for credit.6 The aver-
age sloppy payers missed payments 2.58 times in 
period 2, whereas defaulters missed 1.48 times (exclud-
ing the delinquency that eventually led to default).
We note that credit scores are missing for 49.7% of 

the consumers in our final sample (14,952 out of 30,089 
consumers). In our empirical setting, the absence of 
credit scores can be attributed to two reasons: either the 
credit card issuer did not purchase credit scores for 
those consumers or the consumers themselves do not 
have credit scores. Although we do not directly observe 
the source of missing data, there is ample evidence that 
a significant portion of consumers in developing and 
emerging markets, including the country represented 
in our data, are unbanked or have limited or no access 
to formal financial services, which makes it difficult for 
them to establish a credit history and obtain credit 
scores (e.g., Demirgüç-Kunt et al. 2022).
Table 2 compares consumers with credit scores 

(“scored” consumers) and those without credit scores 
(“unscored” consumers) based on selected variables. 
We find that unscored consumers tend to be riskier in 
terms of both ex ante and ex post credit risk. Specifi-
cally, the average unscored consumer has a lower 
income, which is typically associated with higher credit 
risk. Further, once approved, the average unscored 
consumer missed payments or defaulted on the focal 
credit card more than the average scored consumer. To 
allow for the potentially differential impact of incorpo-
rating grocery data for these two groups, we build 
credit scoring algorithms and simulate credit extension 

Table 1. Consumer Characteristics by Segment

Never-delinquents 
(N)

Sloppy payers 
(S)

Defaulters 
(D) Statistical differencesa

Monthly income, US$ 12,964 13,217 10,704 N � S > D
(19,851) (22,092) (19,106)

Credit score 719 696 675 N > S > D
(59.5) (72.2) (85.4)

Monthly credit card spend, US$ 2,199 1,494 1,596 N > S � D
(3,374) (2,523) (3,159)

Monthly supermarket spend, US$ 491 459 376 N > S > D
(426) (410) (370)

Number of one-month delinquencies – 2.58 1.48 S > D
– (2.82) (2.36)

Number of consumers 24,315 3,576 2,198

Notes. The table reports the mean and standard deviation (in parentheses) of the variables in each sample. Monthly credit card and supermarket 
spending are based on data between January 2017 and March 2018 (period 1). The number of one-month delinquencies is based on data between 
April 2018 and June 2019 (period 2). As credit scores are missing for some credit card customers (see Table 2 for details), the reported statistics 
are conditional on nonmissing values.
aWe perform both one-way ANOVA and pairwise t-tests to test for a difference in the mean of the focal variable between the three segments. 

Reported differences are based on the 95% confidence level.
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decisions separately for each group in the subsequent 
sections.

3. Extracting Signals from Grocery Data
This section illustrates how we extract signals of credit 
risk from grocery data and demonstrates how and to 
what extent the derived signals are correlated with 
credit risk. Our approach to feature engineering is 
based on the premise that individuals who consistently 
demonstrate good behaviors in the grocery domain are 
more likely to manifest good behaviors in financial 
domains. With this premise in mind, we explore two 
broad dimensions of grocery shopping habits: what 
and how one buys in a grocery store. We explain in 
detail how we operationalize each dimension.

3.1. Signals in Grocery Data: What to Buy
Among many product categories in the supermarket data, 
we focus on food items as the consumption of these items 
is often associated with various consumer habits (Khare 
and Inman 2006, Verhoeven et al. 2012). Assuming that 
food expenditures can serve as a valid proxy for food con-
sumption, we explore how food expenditure is correlated 
with credit card payment behaviors.7 Specifically, we con-
struct two types of purchase indexes. First, we create a 
binary variable for each food item that indicates whether a 
consumer ever purchased the item in period 1 (whether to 
buy variable). Second, we pool a consumer’s food item 
purchases in period 1 and compute the share of expendi-
ture allocated to each item (expenditure share variable).
We then estimate the following multinomial logit 

model:

Pr(Yi � j | Gi,Xi) �
exp(αj + Giβj + X

′
i
γj)P

k∈{n, s, d}exp(αk + Giβk + X
′
i
γk)

:

(1) 

The dependent variable is the probability that individ-
ual i belongs to a particular segment j in period 2: a 

never-delinquent (j � n), a sloppy payer (j � s), or a 
defaulter (j � d). Grocery shopping behaviors in period 
1 are captured by Gi, and βj is the parameter of interest. 
The vector Xi includes controls for sociodemographic 
characteristics (such as the number of dependents, 
monthly income, employment status, and occupation), 
credit scores, and the log of total grocery expenditure. 
We estimate the regression separately for each food 
item.8

Table 3 presents the top 10 items for each segment in 
order of the magnitude of the average marginal effects. 
Panels A and B show the results when whether to buy 
and expenditure share variables are used as the focal gro-
cery variables, respectively. In panel A, fresh milk is 
ranked first on the list for never-delinquents, which 
indicates that purchasing fresh milk, relative to pur-
chasing any other item, leads to the greatest increase in 
the probability of being a never-delinquent. In panel B, 
we find that increasing the share of grocery expendi-
ture allocated to vinegar dressings by one standard 
deviation has the largest impact on increasing the prob-
ability of being a never-delinquent.
From a visual inspection of the items in Table 3, the 

three segments exhibit differences along at least two 
dimensions. First, they appear to buy items of varying 
levels of healthiness. In panel A, never-delinquents are 
more likely to buy healthy items, such as fresh milk, 
pulses (beans), fresh yogurt, and fruits and vegetables. 
Purchase of items with lower healthiness, such as cigar-
ettes, energy drinks, and canned meat, is associated 
with a greater probability of being a defaulter. Further, 
both sloppy payers and defaulters appear to spend a 
larger share of their budget on fish and meat products, 
such as mutton and offal.
Second, never-delinquents tend to allocate a greater 

share of their grocery expenditure to less convenient 
items or items that require more time to transform pur-
chases into consumption. In panel B, we find that they 
spend more on pantry staples, such as frozen cooking 

Table 2. Summary Statistics for Unscored and Scored Consumers

Unscored consumers Scored consumers Statistical differencesa

Monthly income, US$ 10,871 14,763 <0.001
(17,530) (22,156)

Monthly credit card spending, US$ 2,509 1,638 <0.001
(3,643) (2,808)

Monthly supermarket spending, US$ 488 469 <0.001
(431) (411)

Credit card payment behavior in period 2
Pr(Never-delinquent) 0.772 0.844 <0.001

(0.420) (0.363)
Pr(Sloppy payer) 0.136 0.102 <0.001

(0.343) (0.303)
Pr(Defaulter) 0.092 0.054 <0.001

(0.290) (0.226)
Number of consumers 14,952 15,137

aWe report the p-values from two-sided t-tests to test for a difference in the mean of the focal variable between the two groups.
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fat and flour, which are typically consumed not on their 
own but used as inputs for cooking. Sloppy payers and 
defaulters appear to purchase less time-intensive and 
prepared food items, such as deli seafood and deli pasta.
Although the visual inspection of individual grocery 

items provides suggestive evidence that buying health-
ier or less convenient items is associated with paying 
credit card bills on time, the analysis has some limita-
tions. In particular, it does not speak to the relationship 
between credit risk and one’s overall purchase profile 
and does not take into account the potential interplay 
between healthiness and convenience. Further, the 
analysis relies on intuitive but ad hoc measures of 
healthiness and convenience. In Section 3.3, we conduct 
a more systematic investigation of the link between 
credit risk and perceived healthiness and convenience 
of a grocery basket as measured by survey questions.

3.2. Signals in Grocery Data: How to Buy
Recognizing that there are countless ways to character-
ize how individuals buy, we narrow attention to the 
measures of consistency in behaviors to capture habits. 
In particular, we explore the consistency in four types 
of behaviors: consistency in (1) the timing of shopping, 
(2) spending amounts, (3) items purchased, and (4) tak-
ing advantage of promotions.
Figure 2 provides stylized examples of the four types 

of behaviors. Figure 2(a) shows how two sample consu-
mers who made the same number of shopping trips to 

a grocery store during period 1 allocated the trips 
across days of the week. Consumer 1A always visited 
the grocery store on Fridays, whereas consumer 1B 
shopped on various days. Figure 2(b) compares how 
two sample consumers who made the same number of 
shopping trips allocated grocery expenditures across 
trips. Consumer 2A spent similar amounts of money 
on every visit, whereas consumer 2B displayed greater 
irregularity. Figure 2(c) compares two consumers who 
made the same number of item-level transactions (i.e., 
the number of unique UPC–trip pairs) during period 1. 
Compared with 3B, consumer 3A purchased a smaller 
number of unique product groups, product categories, 
UPCs, and brands. In other words, consumer 3A was 
more persistent in category and brand choices over 
time. Figure 2(d) compares two consumers who made 
the same number of item-level transactions in period 1. 
When comparing the items in the grocery baskets 
pooled across all trips, we observe that a larger share of 
the items in consumer 4A’s baskets were on sale at the 
time of purchase relative to those of consumer 4B.
We briefly discuss related literature for each of the 

four behaviors and assess its association with credit risk.

3.2.1. Consistency in Timing of Shopping. The consis-
tency of when to shop varies across shoppers (Figure 
2(a)). Guidotti et al. (2015) document that supermarket 
shoppers who are more consistent in their shopping 
times in terms of the day of the week and the time of 

Table 3. Food Items Purchased by Credit Card Segment

Never-delinquents Sloppy payers Defaulters

Panel A. Gi: Whether purchased an item

1 Fresh milk Cooked fish Cigarettes
2 Dry bread Deli pasta Energy drinks
3 Ready-to-eat deli product Imported snacks: Ba Canned meat
4 Imported snacks: Aa Deli seafood Shellfish and mollusks
5 Pulses (beans) Shellfish and mollusks Beef
6 Flours Deli meat Offal
7 Fresh yogurt Canned meat Mortadella
8 Fruits and vegetables Deli fish Canned fish
9 Bulk ice cream Imported snacks: Ca Chicken
10 Biscuits Deli sausages Deli meat

Panel B. Gi: Expenditure share of an item

1 Vinegar dressing Mutton Deli seafood
2 Ready-to-eat deli product Deli seafood Cooked fish
3 Frozen cooking fat Cooked fish Deli sausages
4 Imported snacks: Aa Deli pasta Sliced cheese
5 Flours Sliced cheese Mortadella
6 Pulses (beans) Imported snacks: Ba Fresh white bread
7 Fresh yogurt Chilled cakes Deli sliced meat
8 Fresh milk Deli sausages White cheese
9 Frozen pastries Deli sliced meat Imported snacks: Da

10 Cereals White cheese Deli meat

Notes. We run 162 separate regressions in Equation (1), each using one of the 162 food items as the focal grocery variable Gi. The items are listed 
in order of magnitude of the average marginal effects for each segment.
aExporting countries are deidentified.
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the day tend to generate more revenue in a supermar-
ket than those who are less consistent.
We quantify the variability using the entropy measure 

developed by Shannon (1948). For a random variable 
whose possible outcomes xi occurs with probability P(xi), 
entropy is defined as Entropy(X) ��

Pn
i�1 P(xi)log P(xi). 

To construct the day-of-week trip entropy for each con-
sumer, we compute the probability of shopping trips 
across days of the week during period 1 (which corre-
sponds to P(xi) in the expression). The more random or 
spread out the shopping trips are across the days of the 
week, the larger the value of entropy.

Figure 2. (Color online) Illustrative Examples of Grocery Shopping Habits 

Note. Each plot shows two grocery shoppers in the final sample who display heterogeneous patterns of behavior in relation to each of the four 
grocery shopping habits of how to buy.
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Table 4, panel A, reports the average marginal effects 
of the entropy measure from a regression in which the 
day-of-week trip entropy is used as the focal grocery 
variable in Equation (1). We include the log of total trip 
frequency in the regression as an additional control as 
the entropy measure is sensitive to the number of 
observations used to compute it. The first row of the 
table shows that a standard deviation increase in the 
trip entropy is associated with a 4.3 percentage point 
increase in the probability of being a sloppy payer 
(over a base probability of 12%) and a 4.1 percentage 
point increase in the probability of being a defaulter 
(over a base probability of 7%). On the other hand, the 
same change in the trip entropy is negatively associated 
with the probability of being a never-delinquent.9

We also examine whether across-segment variation 
in trip timing is robust to another measure: the variabil-
ity of what times of day a consumer shops. To construct 
an entropy measure similarly, we bin times of day into 
six distinct four-hour blocks (2–5 a.m., 6–9 a.m., 10 
a.m.–1 p.m., 2–5 p.m., 6–9 p.m., 10 p.m.–1 a.m.). A con-
sumer’s trip probabilities in the six blocks are used to 
compute the time-of-day entropy variable. A similar 
pattern emerges. The second row of Table 4, panel A, 

shows that a one standard deviation increase in the 
time-of-day entropy is associated with a 2.3 percentage 
point increase in the likelihood of being a sloppy payer 
or a defaulter.

3.2.2. Consistency in Spending Amounts. Individuals 
differ in the variability of grocery expenditure over 
time (Figure 2(b)). One explanation proposed to explain 
such variation is the nature of shopping trip goals, 
which can be defined in terms of a shopping budget or 
a shopping list. Individuals who have an abstract (as 
opposed to concrete) shopping goal are found to be 
more responsive to in-store marketing stimuli (Lee and 
Ariely 2006) and engage in unplanned purchases (Bell 
et al. 2011). Empirically, having a concrete shopping 
goal may manifest through greater consistency in 
expenditure over time.
To capture the strength of consistency in spending 

amounts, we construct two proxies: (1) variance of log 
monthly grocery expenditure of a consumer and (2) 
variance of log per-trip grocery expenditure of a con-
sumer.10 Using each of these two proxies as the focal 
grocery variable, we run the regression in Equation (1). 
The log of total grocery expenditure is included as an 

Table 4. Grocery Habits by Credit Card Segment

Grocery habit Gi Never-delinquents Sloppy payers Defaulters

Panel A. Consistency in the timing of shopping

Day-of-week trip entropy �0.084*** 0.043*** 0.041***
(0.008) (0.006) (0.005)

Time-of-day trip entropy �0.046*** 0.023*** 0.023***
(0.007) (0.005) (0.004)

Panel B. Consistency in spending amounts

Variance of log monthly grocery expenditure �0.009*** 0.006*** 0.004***
(0.001) (0.001) (0.001)

Variance of log per-trip grocery expenditure �0.005 0.002 0.003
(0.004) (0.003) (0.002)

Panel C. Consistency in items purchased

Log of the number of unique product groups purchased �0.016 0.027*** �0.010
(0.012) (0.010) (0.008)

Log of the number of unique product categories purchased �0.033*** 0.045*** �0.011
(0.013) (0.011) (0.008)

Log of the number of unique UPCs purchased �0.050*** 0.074*** �0.024**
(0.017) (0.014) (0.011)

Log of the number of unique brands purchased �0.001 0.023** �0.022***
(0.011) (0.009) (0.007)

Panel D. Consistency in taking advantage of promotions

Basket share of sale UPC 0.339*** �0.234*** �0.105***
(0.025) (0.021) (0.016)

Expenditure share of sale UPC 0.138*** �0.089*** �0.049***
(0.017) (0.014) (0.011)

Pr(buy sale UPC | buy category) 0.288*** �0.205*** �0.083***
(0.022) (0.019) (0.014)

Notes. The table shows the average percent change in the probability of being a given segment for a standard deviation increase in the focal 
grocery habit variable. Standard errors (in parentheses) were computed using the delta method. Each row reports the estimation results of a 
separate regression. Results from the joint regression that includes all how-to-buy grocery features are reported in Online Appendix A.3.
Significance level: *p < 0.1; **p < 0.05; ***p < 0.01.
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additional control so that individuals with similar 
levels of grocery spending are compared.
Table 4, panel B, reports the results from the two 

regressions. The first row shows the average marginal 
effects of the variance of log monthly grocery expendi-
ture. A standard deviation increase in the variance 
reduces the probability of being a never-delinquent by 
0.9 percentage points, whereas it raises the probability 
of being a sloppy payer and a defaulter by 0.6 and 0.4 
percentage points, respectively. The variance of log 
per-trip grocery expenditure reveals similar patterns: 
spending consistent amounts on each trip is positively 
correlated with always paying credit card bills on time, 
whereas it is negatively associated with missing credit 
card payments or defaulting.

3.2.3. Consistency in Items Purchased. Shoppers have 
different varieties of items in their grocery baskets (Figure 
2(c)). Researchers offer various behavioral and psycho-
logical explanations for observed persistence in choices, 
which include brand loyalty (Guadagni and Little 1983), 
addiction (Gordon and Sun 2015), habit persistence 
(Heckman 1981), learning (Osborne 2011), heterogeneity 
in intrinsic preference (Trijp et al. 1996), utility from vari-
ety itself (Ratner et al. 1999), psychological switching 
costs (Farrell and Klemperer 2007), product attribute sati-
ety (McAlister 1982), and psychological stimulation and 
arousal (Menon and Kahn 1995).
To operationalize consistency of choices in brands 

and categories, we use a simple measure of the number 
of unique items purchased, in which an item is defined 
at four levels: product groups, product categories, 
UPCs, and brands. Table 4, panel C, reports the estima-
tion results from the four regressions, each of which 
uses one of the four definitions as the focal grocery vari-
able. The log of the number of item-level transactions is 
included as an additional control. Across the board, we 
find sloppy payers are more likely to exhibit variety- 
seeking behavior: they tend to have a greater breadth 
of product groups, product categories, UPCs, and 
brands in their baskets relative to the other two seg-
ments. This variety-seeking behavior does not appear 
to be primarily driven by deal-seeking behavior as we 
demonstrate next in our discussion on the consistency 
in taking advantage of promotions. In contrast, never- 
delinquents and defaulters exhibit greater persistence 
in their category and brand choices.

3.2.4. Consistency in Taking Advantage of Promo-

tions. Between-individual variation in the tendency of 
taking advantage of deals and discounts (Figure 2(d)) 
has been attributed to various behavioral explanations, 
including inattention to price and promotions (Dickson 
and Sawyer 1990), price search (Walters 1991, Urbany 
et al. 1996), psychographic characteristics (Ailawadi 

et al. 2001), and concreteness of shopping goals (Bell 
et al. 2011).
To explore correlations between individuals’ propen-

sity to leverage deals and credit risk, we use the super-
market data on temporary price discounts from which 
we observe whether a given UPC was on sale at the 
time a consumer purchased it. As a proxy for deal sen-
sitivity, we compute the share of total grocery transac-
tions made on sale items. The first row of Table 4, panel 
D, reports the result of the regression based on the 
proxy (log of total grocery expenditure is included as 
an additional control). Never-delinquents are likely to 
have a larger share of sale items in their baskets relative 
to sloppy payers and defaulters. Specifically, a one 
standard deviation increase in the share of sale items is 
associated with a 33.9 percentage point increase in the 
probability of being a never-delinquent (over a base 
probability of 81%). Results are qualitatively similar 
when we look at the expenditure share rather than 
transaction share: increasing the expenditure share of 
sale items by one standard deviation increases the 
probability of being a never-delinquent by 13.8 percent-
age points.
We turn to a different measure of consistency in tak-

ing advantage of deals, which is the probability of buy-
ing a UPC that was on sale at the time of purchase, 
conditional on visiting a store and buying a given cate-
gory. As reported in the third row of Table 4, panel D, 
we find that increasing the conditional probability of 
buying a sale item by one standard deviation increases 
the probability of being a never-delinquent by 28.8 per-
centage points.11 Combined with the lower variety- 
seeking behavior of never-delinquents documented 
earlier, this may suggest that never-delinquents are 
more likely to time their purchases of preferred catego-
ries or brands to take advantage of deals. On the other 
hand, increasing the probability of buying sale items by 
a standard deviation leads to the reduction of the prob-
ability of being a sloppy payer and a defaulter by 20.5 
and 8.3 percentage points, respectively.

3.3. Potential Mechanisms
We find a significant correlation between credit risk 
and what and how consumers buy in a grocery store 
even after controlling for credit scores, income, and 
other sociodemographic variables. Although we do not 
intend to test specific theories in our data, we provide 
suggestive evidence that may shed light on the poten-
tial mechanisms behind the observed correlations.

3.3.1. What to Buy. We explore the correlation between 
one’s credit risk and one’s overall shopping basket, 
which differs from our previous analysis conducted at 
the item level. To characterize a shopping basket, we 
hired workers from Amazon Mechanical Turk (MTurk) 
to rate the items in Table 3 along two dimensions: 
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healthiness and convenience (see Online Appendix A.4 
for details on the survey). The healthiness of consumer 
i’s basket is defined as the sum of the normalized item- 
level survey ratings (between zero and one) with various 
weights:

Healthiness of Basketi

�
XK

k�1

ωik ·Normalized Healthiness Ratingk: (2) 

The subscript k represents a food item,12 and ωik is item 
k’s weight, for which we use consumer i’s share of 
expenditure on item k. The convenience of a basket is 
defined similarly. We then correlate the healthiness 
and convenience of consumer i’s baskets to the segment 
using Equation (1).
Table 5 presents the marginal effects of the healthi-

ness and convenience of a basket. When considering 
healthiness and convenience separately in the first two 
columns, we find that a one standard deviation in-
crease in the healthiness score of a grocery basket is 
associated with a 27.5 percentage point increase in the 
probability of being a never-delinquent. Similarly, a 
one standard deviation increase in the convenience 
score of a basket is associated with a 13.3 percentage 
point increase in the probability of being a never- 
delinquent.
Note that the first two regressions do not control for 

the possibility that some items may be similar in conve-
nience but differ in healthiness and vice versa. For 
instance, processed foods (typically perceived as un-
healthy) and salads (typically perceived as healthy) can 

both be considered high-convenience items. The last 
column in Table 5 shows the marginal effect from a 
joint regression of the healthiness and convenience 
scores, and this allows us to measure the marginal 
effect of healthiness (convenience) after controlling for 
convenience (healthiness). Whereas the patterns for 
healthiness remain largely the same, the direction of 
the effects of the convenience score flips. Defaulters 
tend to allocate a greater share of their grocery expendi-
ture to more convenient items. For sloppy payers, the 
evidence is weaker both statistically and in magnitude 
but directionally the same as defaulters. In addition, 
when we use purchase frequency share as a weight in 
Equation (2) instead of expenditure share, we find qual-
itatively similar patterns with even greater statistical 
significance.
Overall, we find that, compared with sloppy payers 

and defaulters, never-delinquents tend to have a gro-
cery basket that is healthier and less convenient.

3.3.2. How to Buy. One potential explanation for the 
inconsistency in grocery shopping behaviors at the 
focal grocery store is that consumers shop around at 
different stores, potentially searching for better prices 
or deals. For example, if a consumer only shops at Wal-
mart when the chain offers price promotions for a par-
ticular category, the consumer might appear to be 
inconsistent in visits to Walmart. We investigate the 
extent to which the consistency (or lack thereof) in gro-
cery shopping behaviors can be explained by the ten-
dency to shop at multiple stores.
To this end, we construct a proxy for a consumer’s 

switching across stores. Specifically, we calculate a con-
sumer’s store choice entropy using our credit card 
spending data, which records transactions at various 
grocery stores or supermarkets. Similar to the previ-
ously mentioned day-of-week and time-of-day trip 
entropy, the store choice entropy is highest when the 
consumer makes purchases randomly across stores 
and lowest when the consumer always shops at the 
same store.
We then examine the relationship between the store 

choice entropy and consistency in grocery shopping 
behaviors in a simple regression framework:

Consistencyi�
X10

d�1

βd ·1(StoreChoiceEntropyDecilei�d)

+X
′
i
γ+εi, (3) 

where Consistencyi is one of our consistency measures 
and Xi is a vector of control variables, including the 
number of dependents, employment status, occupa-
tion, monthly income, credit scores, average monthly 
grocery expenditure, and average monthly shopping 
frequency. We group consumers into deciles by store 
choice entropy to allow for a flexible relationship 

Table 5. Correlations Between Healthiness and 
Convenience of Basket and Credit Risk

(1) (2) (3)
Healthiness 
only

Convenience 
only

Healthiness 
& convenience

Healthiness
Never-delinquents 0.275*** 0.314***

(0.038) (0.051)
Sloppy payers �0.120*** �0.120***

(0.032) (0.042)
Defaulters �0.155*** �0.194***

(0.026) (0.033)
Convenience
Never-delinquents 0.133*** �0.052

(0.034) (0.044)
Sloppy payers �0.074*** 0.001

(0.028) (0.037)
Defaulters �0.059*** 0.052*

(0.022) (0.027)

Notes. Table shows the average percentage change in the probability 
of being a given segment for a standard deviation increase in the 
focal variable. Each column reports the estimation results of a 
separate regression. Standard errors (in parentheses) were computed 
using the delta method.
Significance level: *p < 0.1; **p < 0.05; ***p < 0.01.
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between the tendency to shop around and our consis-
tency measures. βd are the parameters of interest.
Our findings show that the tendency to shop around 

at different stores can partially explain the inconsis-
tency in grocery shopping behaviors. Consumers who 
are more likely to shop around, particularly those in 
the highest store choice entropy decile, exhibit greater 
inconsistency in when they visit the focal grocery store 
and the types of items they purchase. However, these 
consumers do not demonstrate inconsistency in all 
aspects of grocery shopping. Specifically, they spend 
similar amounts at the focal grocery store from month 
to month and take advantage of deals. Together, these 
patterns suggest that individuals who shop around at 
different stores may be price-sensitive consumers with 
a well-defined grocery budget. Further, we find a posi-
tive association between the tendency to shop around 
and paying credit card bills on time. Detailed regres-
sion results are reported in Online Appendix A.5.

3.3.3. Discussion. Although we have investigated some 
potential explanations for our findings, a multitude of 
factors can explain the observed correlations between 
individuals’ grocery shopping habits and their credit 
card payment behaviors. One such factor is differences 
in time constraints, which may not be fully captured by 
the sociodemographic variables we explicitly consider. 
For instance, relative to individuals with multiple part- 
time jobs, those with stable jobs and fixed work sche-
dules may have more time for home cooking and rely 
less on high-convenience items. These disparities in 
employment conditions may also explain their ability 
to pay bills on time.
Psychological factors can also offer an explanation. 

Buying healthy items may be attributed to one’s ability 
to exercise self-regulation, which involves the choice of 
long-term benefits over short-term pleasures. Con-
versely, failing to make credit card payments may be 
indicative of low self-regulation given its association 
with negative long-term consequences, including re-
duced credit scores and unfavorable contract terms.
Moreover, these two explanations, time constraints 

and self-regulation, may not be unique or mutually 
exclusive as skills required for obtaining full-time 
employment may be correlated with self-regulation.
We note that it is beyond the scope of this study to 

test directly to what extent the observed correlations 
are attributed to a particular explanation. As shown in 
the earlier examples, they could be because of some 
vertical constraints (e.g., time constraints, budget con-
straints), horizontal heterogeneity (e.g., personality 
traits, cognitive abilities), other unobservables, or a 
combination of these. Additional data, such as data 
from laboratory experiments, would be necessary to 
investigate these different drivers of credit risk. We 
leave these possibilities for future studies.

4. Integrating Grocery Data into Credit 
Risk Prediction

This section asks the extent to which knowledge of 
one’s grocery habits is incrementally helpful in predict-
ing credit card payment behavior relative to traditional 
risk measures such as income and credit scores. To this 
end, we build and compare the predictive power of 
two credit scoring algorithms that assume different 
information sets of the lender: one that uses only tradi-
tional risk measures and the other that incorporates 
grocery data in addition to these traditional measures. 
We hold the modeling approach constant to isolate the 
incremental change in predictive accuracy resulting 
from the use of grocery data for a given approach.

4.1. Building Credit Scoring Algorithms
We formulate the problem as a supervised learning 
task in which we first learn a model of the relationship 
between consumer data (features) and observed pay-
ment behaviors (outcome variables) in a given training 
set. We maintain the two-period design in Figure 1: 
consumer data in period 1 are used to construct fea-
tures, and credit card payment behavior in period 2 is 
used to construct outcome variables. Once the relation-
ship is learned from a training set, we use the model to 
predict payment behaviors for consumers in a holdout 
set based on consumer data available at the time of pre-
diction. We describe how consumer data are trans-
formed into inputs for building our scoring algorithms.

4.1.1. Input Features. Three types of consumer data 
are considered: sociodemographic variables, credit 
scores, and grocery data. We preprocess sociodemo-
graphic variables by converting categorical variables 
(i.e., number of dependents, employment status, occu-
pation) into a set of binary indicators to be used as 
input features in our credit scoring algorithms. Contin-
uous sociodemographic variables are used directly as 
inputs without discretization.
Recall that some consumers in our sample do not 

have credit scores. We train separate credit scoring 
algorithms for consumers with and without credit 
scores to allow for the potential differential impact of 
grocery data on each group. For scored consumers, we 
include credit scores as a continuous input feature, 
whereas for unscored consumers, we do not use credit 
scores as an input feature.
To transform grocery data into usable inputs, we cre-

ate a set of features that capture the five types of gro-
cery habits examined in Section 3 using the same 
metrics. In addition, we create another set of features 
that characterize grocery shopping intensity, such as 
total grocery expenditure, total shopping trips, and 
number of item-level transactions. Summary statistics 
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of the resulting input features for various types of con-
sumer data are reported in Online Appendix B.1.

4.1.2. Outcome Variables and Three-Class Classifica-

tion. Consistent with our consumer segmentation 
strategy, we incorporate the three outcome variables, 
or classes, into the credit scoring algorithm: never- 
delinquents, sloppy payers, and defaulters.
A commonly used framework for credit risk predic-

tion assumes two classes: defaulters and nondefaulters. 
Within this framework, the outcome variable is an indi-
cator of whether an applicant failed to repay the princi-
pal, and outputs from such models are interpreted as 
default probabilities.13 This framework suffices to char-
acterize problems of lenders, such as mortgage and 
auto loan lenders, whose expected profits depend 
mostly on whether a borrower defaults or not. By con-
trast, for the credit card industry, in which a sizeable 
portion of revenue comes from delinquent but not 
defaulting cardholders, a finer risk segmentation may 
have immediate profit implications. Our chosen seg-
mentation is one of the schemes used by our data spon-
sor, which can allow them to improve profits by 
conditioning the level of service on the predicted con-
sumer segment.14 The three-class classification frame-
work allows us to incorporate this institutional feature 
into prediction.
There are two general approaches to performing 

multiclass classification: flat and hierarchical. One of 
the most commonly used flat approaches is the one- 
versus-all approach, which involves transforming the 
problem into a set of binary classification tasks, each of 
which consists of a classifier that separates each class 
from all other classes. By contrast, the hierarchical 
approach partitions the class space into a predefined 
hierarchy and trains a binary classifier at each level of 
hierarchy. Our preferred approach is a hierarchical 
approach that assumes a tree-like hierarchy and de-
composes the prediction problem into two binary classi-
fication problems, each of which corresponds to a split 
in the tree as illustrated in Figure 3.15 The first problem 
is to separate never-delinquents from delinquents, and 

delinquents are a meta-class that includes both sloppy 
payer and defaulter classes. The second problem is 
to discriminate, among delinquents, between sloppy 
payers and defaulters.16

4.1.3. Learning Algorithms. To fit a classifier for each 
level of the problem, we use XGBoost (eXtreme Gradi-
ent Boosting; Chen and Guestrin 2016). XGBoost is a 
nonlinear and nonparametric estimator that builds and 
combines a set of tree-based weak learners, which are 
characterized by high bias and low variance, into a 
strong learner with low bias and low variance via 
boosting. Note that, as our empirical strategy is to hold 
the classifier constant and vary information sets, any 
learning algorithm other than XGBoost could be used.

4.1.4. Model Evaluation. We use a nested cross- 
validation approach to quantify the predictive power 
of credit scoring algorithms, which involves two cross- 
validation loops (Figure 4). In the outer loop, the sam-
ple consumers are first partitioned into 10 roughly 
equal-sized, nonoverlapping folds.17 For each test fold 
k, the remaining nine folds serve as a training set based 
on which the relationship between the features and the 
outcome variable is learned and the corresponding 
hyperparameters are tuned. To find the optimal model 
parameters, in the inner loop, the training set is parti-
tioned again into 10 folds based on which the usual 
10-fold cross-validation is performed. The out-of- 
sample predictive accuracy of the resulting model is 
tested on the held-out test fold k. We repeat this proce-
dure by running through each test fold to generate 10 
predictive accuracy measures. To summarize, we lever-
age independent subsets of data for model selection 
(inner loop) and model assessment (outer loop), reduc-
ing the chance of overfitting or biasing model assess-
ment (Cawley and Talbot 2010).
We report the distribution of the predictive accuracy 

measures computed on the 10 test folds. This way, we 
can examine the extent to which estimated predictive 
power is robust across partitions of the data. As our 
main evaluation metric, we use the AUC for two main 

Figure 3. Hierarchical Structure of Consumer Segments 

Notes. We decompose our prediction problem into two binary classification problems, each corresponding to a split in the hierarchy of consumer 
segments. The first problem is to separate never-delinquents from delinquents, and delinquents are a meta-class that includes both sloppy payer 
and defaulter classes. The second problem is to discriminate, among delinquents, between sloppy payers and defaulters.
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reasons. First, this metric allows us to compare the pre-
dictive power of algorithms without requiring us to 
take a stance on a particular discrimination threshold, 
which may ultimately depend on the lender’s objective. 
Second, the AUC is a more robust metric for evaluating 
the predictive performance of imbalanced data. As 
the class distribution in our data is highly skewed 
with a low occurrence of missing a payment in the 
sample, metrics such as accuracy, precision, or re-
call may not accurately reflect the performance of 
algorithms.

4.2. Predictive Power of Grocery Data
4.2.1. Relative Predictive Power of Grocery Data. We 
first ask how the predictive power of grocery data com-
pares with other data sources available to credit card 
issuers. Table 6 reports the out-of-sample AUCs of vari-
ous data sources for scored and unscored consumers.
For consumers whose credit scores are not available, 

grocery data consistently and substantially outper-
forms sociodemographic variables, including income. 
When it comes to separating never-delinquents and 
delinquents, the out-of-sample AUC of grocery data is 
0.639, which is 6.9 percentage points higher than that 
achieved by sociodemographic variables. In dis-
tinguishing between sloppy payers and defaulters, 

grocery data outperforms sociodemographic variables 
by 3.8 percentage points.
For scored consumers, grocery data exhibits compa-

rable predictive accuracy to credit scores and, in some 
cases, even outperforms them. Specifically, grocery 
data achieves 97% and 101% of the predictive accuracy 
of credit scores for levels 1 and 2 problems, respec-
tively. To put this into perspective, our estimates of the 
predictive power of credit scores lie slightly above the 
estimates reported in the literature, particularly in 
developing markets. For instance, Björkegren and Gris-
sen (2020) study a South American country where a tel-
ecom extends credit to mobile phone customers in the 
form of postpaid plans. They find that, in a sample of 
consumers with credit scores constructed based on thin 
credit files, the out-of-sample AUC of the algorithm 
that leverages credit bureau information is between 
0.510 and 0.565.

4.2.2. Incremental Predictive Power of Grocery Data. We 
turn to evaluate the marginal impact of grocery data 
depending on the baseline information set of lenders. 
The availability of consumer data for lenders varies 
widely across markets. In developing and emerging 
markets, lenders often rely only on self-reported socio-
demographic variables as a significant portion of con-
sumers do not have credit scores. On the other hand, in 
developed markets, credit scores tend to be available 
for a larger fraction of consumers although certain 
consumer segments, such as recent college graduates, 
recent immigrants, and freelancers, may still lack 
credit scores.
To investigate the marginal value of grocery data 

across various markets, we examine its incremental 
predictive power in two scenarios. Specifically, we con-
sider a baseline information set of lenders that includes 
only sociodemographic variables and another that 
includes both sociodemographic variables and credit 
scores. We then compare the incremental predictive 
accuracy of grocery data relative to these two baseline 
information sets. The results are reported in Table 7.
When consumers do not have credit scores, incorpo-

rating grocery data leads to a substantial improvement 
in predictive accuracy, ranging from 3.11 to 7.66 per-
centage points (5.69%–13.6%) in the out-of-sample 
AUC as shown in panel A of Table 7. When we dive 
deeper into the importance of individual features, we 
find that the predictive power of monthly income, a 
sociodemographic variable typically highly predictive 
of credit risk for scored consumers, is limited for 
unscored consumers. Instead, features related to gro-
cery habits, such as share of sale UPCs in the shopping 
basket, whether they purchased canned meat, and the 
number of unique brands purchased, are more predic-
tive of whether one misses a credit card bill. Further 
details on the importance of individual features are in 

Table 6. Out-of-Sample AUC of Various Data Sources

Information set

Unscored consumers Scored consumers

Level 1 Level 2 Level 1 Level 2

Sociodemographics 0.570 0.560 0.568 0.623
(0.027) (0.031) (0.020) (0.029)

Credit scores – – 0.639 0.568
– – (0.027) (0.053)

Grocery data 0.639 0.598 0.619 0.576
(0.020) (0.032) (0.015) (0.049)

Notes. The table reports the mean and standard deviation (in 
parentheses) of 10 AUCs based on the 10 folds for each level. Level 1 
refers to a binary classifier that classifies consumers into never- 
delinquents and ever-delinquents. Level 2 refers to a binary classifier 
that classifies delinquent consumers into sloppy payers and defaulters.

Figure 4. Nested Cross-Validation for Model Learning 
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Online Appendix B.2. These findings highlight the 
potential value of utilizing grocery data in assessing 
credit risk for consumers who lack credit scores.
Incorporating grocery data continues to improve the 

predictive accuracy for consumers who have credit 
scores as shown in panel B of Table 7. The improve-
ment is particularly notable in distinguishing between 
never-delinquents and delinquents, increasing the out- 
of-sample AUC by 2.51 to 6.07 percentage points 
(3.91% to 10.7%). The improvement is positive yet more 
modest in separating sloppy payers and defaulters, 
ranging from 0.359 to 0.665 percentage points (0.614% 
to 1.08%). To provide a rough sense of magnitude, we 
compare the improvement for the level 1 problem to 
the estimates found in an arguably more developed 
market. In the context of a Berlin-based e-commerce 
platform that allows users to purchase furniture on 
credit, Berg et al. (2020) examines the marginal impact 
of utilizing digital footprints, another type of alterna-
tive data, for credit scoring. They find a 5.3 percentage 
point increase in the out-of-sample AUC when digital 
footprints are added to the baseline information set, 
which consists of credit scores but not sociodemo-
graphic variables.
Overall, our findings indicate that consumers who 

are observationally equivalent in terms of traditional 

data, such as income and credit scores, but differ in gro-
cery shopping behaviors exhibit varying levels of credit 
risk.18

4.2.3. Boundary Condition for the Value of Grocery 

Data. Once credit card issuers and banks establish a 
lending relationship with a consumer by, for instance, 
issuing a credit card, they gain access to comprehensive 
and detailed first party data on the consumer’s credit 
card spending patterns and repayment behaviors, 
which may provide more relevant information on 
credit risk compared with alternative data sources, 
such as grocery data. Lenders evaluating existing card-
holders’ applications for their different financial pro-
ducts could utilize such data to predict their credit risk. 
To explore the value of grocery data in this scenario, we 
create a new baseline information set that includes fea-
tures constructed based on our credit card spending 
data and credit card payment history from period 1 (in 
addition to sociodemographic variables and credit 
scores) and examine the predictive gain from gro-
cery data.
We find that the marginal effect of grocery data 

diminishes significantly when lenders have access to 
detailed credit card data. As credit card features alone are 
highly predictive of credit risk, further incorporating 

Table 7. Incremental Predictive Power of Grocery Data

Panel A. Unscored consumers

Baseline information set

Out-of-sample AUC

∆AUC (pp.) ∆AUC (%)Without grocery With grocery

Level 1: Never vs. ever-delinquents

Sociodemographics 0.570 0.647 +7.66 pp. +13.6%
(0.027) (0.017) (2.59) (5.01)

Level 2: Sloppy payers vs. defaulters

Sociodemographics 0.560 0.591 +3.11 pp. +5.69%
(0.031) (0.048) (4.50) (8.26)

Panel B. Scored consumers

Out-of-sample AUC

Baseline information set Without grocery With grocery ∆AUC (pp.) ∆AUC (%)

Level 1: Never vs. ever-delinquents

Sociodemographics 0.568 0.629 +6.07 pp. +10.7%
(0.020) (0.015) (1.34) (2.61)

Sociodemographics + credit scores 0.654 0.679 +2.51 pp. +3.91%
(0.033) (0.025) (1.48) (2.37)

Level 2: Sloppy payers vs. defaulters

Sociodemographics 0.623 0.630 +0.665 pp. +1.08%
(0.029) (0.038) (2.55) (4.02)

Sociodemographics + credit scores 0.637 0.641 +0.359 pp. +0.614%
(0.036) (0.043) (2.99) (4.81)

Notes. The table reports the mean and standard deviation (in parentheses) of 10 AUCs based on the 10 folds for each level. Level 1 refers to a 
binary classifier that classifies consumers into never-delinquents and ever-delinquents. Level 2 refers to a binary classifier that classifies 
delinquent consumers into sloppy payers and defaulters. pp. indicates percentage points.
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grocery data into the algorithm leads to a positive but 
marginal improvement in predictive accuracy for scored 
consumers (less than one percentage point increase for 
both levels 1 and 2 problems). The predictive gain is more 
pronounced for consumers without credit scores, which 
suggests a potential overlap in the signals provided by 
credit scores and those derived from detailed credit card 
data.
These findings highlight a boundary condition for 

using grocery data as alternative data, in which its 
value lies more in predicting the credit risk of new con-
sumers, whether they are new to credit or new to the 
specific lender, rather than existing ones. They also pro-
vide unique empirical evidence on the value of alterna-
tive data relative to relationship-specific proprietary 
data owned by banks (Berg et al. 2022). More details on 
the analysis are provided in Online Appendix B.3.

4.3. Selection of the Approved and Enrolled 
Cardholders

A natural question is to what extent our findings can be 
generalized to a broader consumer population beyond 
our sample. Given that grocery data is found to be 
incrementally predictive of credit risk in a more homo-
geneous subset of the population in terms of both their 
ex ante credit risk and ownership of a grocery loyalty 
card, we speculate its predictive power would be pre-
sent in the broader population. The key challenge in 
addressing this question more rigorously is the missing 
data problem: we only observe credit risk or default 
outcomes for credit card applicants who were ap-
proved and enrolled but not for those who were denied 
credit, approved but not enrolled, or did not apply for 
credit at all. As the probability of missing data is likely 
correlated with credit risk (that is, data are missing not 
at random because of the data provider’s screening 
process), our sample may not be representative of the 
entire population.19

The ideal experiment for assessing the value of grocery 
data in the broader population would involve randomly 
(or extremely permissively) extending credit to both 
applicants and nonapplicants and tracking their re-
payment behaviors over an extended period of time. 
However, this experiment would be either prohibitively 
expensive20 or impossible because of legal restrictions.21

To tackle this challenge, alternative approaches have been 
proposed to infer data on the rejected, which require 
assumptions with varying plausibility.22

Given the nature of our data, we interpret our results 
only for the sample of applicants and do not aim to 
assess the value of grocery data in the general popula-
tion. However, we seek to provide suggestive evidence 
of its predictive power in the neighborhood of the 
issuer’s threshold risk. The intuition is as follows. 
We assume the current customer portfolio of the issuer 
is generated by the issuer’s policy, in which only 

applicants with a predicted risk below a specific thresh-
old are approved. Given this assumption, we can 
implement a hypothetical stricter approval policy by 
ranking the sample consumers based on their predicted 
risk and approving only those who fall below a given 
percentile of the risk distribution (i.e., approve a less 
risky subset of the existing cardholders). By repeating 
this exercise with progressively stricter policies and 
estimating the predictive power of grocery data in each 
subset, we can trace out the trajectory of its predictive 
power in the progressively narrower and more homo-
geneous population.
This exercise shows that, as the lender’s policy 

becomes more stringent, the absolute predictive power 
of grocery data remains relatively stable, whereas that 
of other data sources tends to shrink, which makes gro-
cery data continue to be incrementally helpful in pre-
dicting credit risk across different threshold risk levels. 
If the relationship between grocery data and credit risk 
remains consistent in the regions not observed in the 
data (e.g., rejected applicants), grocery data could be 
helpful in predicting credit risk beyond the specific 
population in our sample. We provide further details of 
the simulation in Online Appendix B.4.

5. Integrating Grocery Data into 
Credit Decisions

Although the use of grocery data can improve the accu-
racy of credit risk prediction, its impact on credit deci-
sions and outcomes largely depends on whether and 
how lenders choose to utilize the predictions. This sec-
tion explores the impact of leveraging grocery data in 
credit decisions by simulating a credit card issuer’s 
credit extension process. In this simulation, approval 
decisions are made based on the credit risk predictions 
described in Section 4.23

We reiterate that our data set is limited to applicants 
who have applied, been approved, and enrolled in 
credit cards provided by the data provider. Therefore, 
we do not attempt to implement a decision rule that 
requires data on rejected applicants. Instead, we focus 
on a decision rule that is applicable within the popula-
tion of approved applicants as we elaborate shortly.
Further, our simulation aims to illustrate the short- 

run impact of incorporating grocery data rather than 
providing a precise quantification of the welfare effect. 
To this end, we formulate the lender’s decision as a 
pure prediction problem, in which the decision to 
approve or reject an applicant does not causally affect 
the default probability, either ex ante or ex post, of the 
applicant.24 We designed these simulations in collabo-
ration with our data sponsor, who confirmed that this 
stylized approach effectively captures the most impor-
tant aspects of their credit card approval decision.
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5.1. A Simple Model of Issuer’s Credit 
Extension Decisions

Consider a credit card issuer who chooses an action ai ∈
{0, 1} for credit card applicant i, where ai � 1 indicates 
approval and ai � 0 rejection. The issuer gets a payoff 
that depends on both the action ai and the true state of 
the world ωi, where the state corresponds to applicant 
i’s segment. There are three states of the world, 
ωi ∈ {n, s,d}, where n, s, and d are a never-delinquent, 
sloppy payer, and defaulter, respectively. Because the 
state is realized after the issuer chooses an action, the 
issuer faces uncertainty about the state at the time of 
decision making. Before making the decision, the issuer 
produces a set of predictions, or posterior probabilities 
of each state, pi � (pni ,p

s
i ,p

d
i ).

Given pi, the issuer chooses the optimal action 
according to its decision rule. Suppose the issuer’s pol-
icy is to choose an action that yields the highest 
expected payoffs:

a∗i � arg max
ai∈{0, 1}

(pni π
n
i + p

s
iπ
s
i + p

d
i π
d
i � δ) · ai, (4) 

where πni , π
s
i , and π

d
i are the payoffs when the issuer 

extends credit to i and the true state is n, s, and d, 
respectively. We assume zero payoff of not extending 
credit regardless of state (i.e., zero opportunity cost of 
false negatives).25 δ�is the issuer’s threshold payoff, 
representing how strict or lenient the approval policy 
is. A higher δ�indicates a stricter decision rule.
We simulate the issuer’s decisions on ai’s under dif-

ferent data environments. This simulation involves cal-
ibrating the model by obtaining segment probabilities 
pi’s and segment-specific payoffs πi’s in Equation (4). 
Because the outputs from the credit scoring algorithms 
in Section 4 cannot be directly interpreted as probabili-
ties, we transform them into probabilities to obtain pi’s. 
We also calibrate the πi’s, representing segment- 
specific cash flows, by utilizing our credit card spend-
ing data and payment history. The data sponsor vali-
dated both the model structure and parameter values 
used in the simulations to ensure that the model accu-
rately represents the key features of their decision- 
making process. We discuss these processes in detail in 
Online Appendix C.
Recall that the decision variable ai has no direct effect 

on pi’s or πi’s, that is, pi ≠ f (ai) and πi ≠ f (ai). Thus, the 
lender’s problem is to predict whether the default prob-
ability of an applicant, weighted by the segment- 
specific payoff, is high enough to reject the applicant 
given the threshold δ.26

5.2. Impact of Incorporating Grocery Data on 

Credit Approval Decisions
We simulate one potential approach to incorporating 
grocery data into credit extension decisions, which is to 
use it as an additional screening device. To illustrate 

this, consider a lender with a two-stage, sequential 
screening mechanism. In the initial stage, the lender 
evaluates applicants using only standard data (without 
grocery data) to approve a subset of consumers tenta-
tively. In the subsequent stage, both standard data and 
grocery data are used to further weed out applicants 
among those who passed the first stage.
To simulate this decision rule, we assume that our 

sample consumers represent the set of applicants who 
made it through the first stage. We are agnostic about 
the credit scoring algorithm the lender might have 
used in the first stage and treat the sample as given. To 
simulate the second stage decision, we build a credit 
scoring algorithm that incorporates both standard data 
and grocery data and use it to evaluate which tenta-
tively approved consumers should be rejected. Note 
that, in making the first stage decision, the lender must 
have established the minimum expected payoff re-
quired for an applicant to be approved or the threshold 
value δ. To back out the implied threshold in our data, 
we find the value that results in barely approving every 
sample consumer, thereby rationalizing the observed 
approval decisions. We then use this inferred threshold 
to simulate the second stage decision.
We first assess the impact of grocery data on the 

issuer’s profitability, which can shape the issuer’s incen-
tive to utilize grocery data in its credit decisions. Table 8
presents the changes in per-person payoffs brought 
about by the inclusion of grocery data, in which the per- 
person payoff is calculated by dividing the sum of 
expected cash flows from the approved applicants by 
the number of approved applicants. In addition, the 
table reports the changes in the approval probability of 
the three customer segments with N indicating never- 
delinquents, S sloppy payers, and D defaulters.
For unscored consumers, incorporating grocery data 

into credit extension decisions leads to a 1.46% increase 
in per-person profit driven by the lower average credit 
risk of approved applicants. In particular, defaulters 
experience a 7.16 percentage point decrease in approval 
probability. Never-delinquents and sloppy payers also 
face a decrease in approval probability, but the reduc-
tion’s magnitude is less pronounced compared with 
defaulters. When credit scores are available, the impact 
of grocery data on profitability is marginal, resulting in 
a 0.025% increase in per-person payoffs. This is the case 
despite grocery data’s positive incremental predictive 
power for scored consumers as demonstrated in Table 
7. Taken together, these findings suggest that lenders 
may have a stronger incentive to acquire, collect, and 
utilize grocery data for scoring and screening appli-
cants who do not have a traditional credit score.

5.2.1. Discussion. In this section, we consider a partic-
ular use case of grocery data in credit approval deci-
sions, in which the issuer leverages grocery data as an 
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additional screening mechanism. We find that the 
use of grocery data can increase per-person profits 
by rejecting defaulters to a greater degree than 
nondefaulters.
We reiterate that our approach does not account for 

applicants who failed to meet the traditional lending 
criteria and, therefore, were excluded from our sample. 
However, in practice, it is at lenders’ discretion to 
determine how they incorporate grocery data as addi-
tional input into their decision-making process, de-
pending on their specific objectives. For example, some 
lenders may choose to evaluate applicants using both 
standard and grocery data in a single step rather than 
employing the two-step processes we describe. Alter-
natively, other lenders might use grocery data to ree-
valuate applicants who do not meet the traditional 
lending criteria but have some good grocery shopping 
habits, providing them with a second opportunity for 
credit approval. These alternative approaches allow 
lenders to leverage the signals of credit risk in grocery 
data not only for further screening (as demonstrated in 
our simulations), but also for approving applicants 
who would otherwise be denied credit in the absence 
of grocery data. Investigating the impact of these 
decision rules inevitably requires data on applicants 
rejected under different lenders’ legacy decision algo-
rithms, which is currently unavailable to us. These con-
siderations call for additional research to understand 
how lenders’ decision rules concerning the use of alter-
native data in credit scoring affect the distribution of 
credit across different consumer groups.

6. Additional Use Case of Grocery Data: 
Managing Existing Cardholders

Whereas our primary focus has been on the value of 
grocery data for customer acquisition, we also explore 

its additional use case in managing existing cardholders. 
Once selected applicants become part of their risk 
portfolio, credit card companies closely monitor these 
customers and regularly assess their credit risk using 
a variety of behavioral scoring algorithms. These 
resulting scores enable firms to implement targeted 
interventions promptly, including offering targeted 
products and promotional offers (e.g., preapproved 
loans) and adjusting credit terms (e.g., modifying 
credit limits or interest rates).
Specifically, we build an algorithm that predicts 

whether a cardholder will fail to make a payment 
again in the following month after missing a credit 
card payment for the first time in a given month. 
Recall that, in our empirical context, a defaulter is 
defined as a cardholder who misses two consecutive 
payments, whereas a sloppy payer is a cardholder 
who misses a credit card payment but pays it back 
the next month. Accordingly, this algorithm aims to 
distinguish between these two customer segments 
upon observing a one-month delinquent cardholder. 
This early identification of cardholder types allows 
credit card companies to implement more suitable 
proactive measures to reduce potential future losses. 
For example, companies can freeze the cards of those 
with a sufficiently high predicted likelihood of miss-
ing a payment again, sending payment reminders to 
those who are likely to be sloppy payers.
We posit that changes in grocery shopping habits 

may contain temporary credit risk signals. For example, 
individuals who have recently lost their jobs might shift 
spending from fresh vegetables to frozen vegetables 
because of financial hardships. Meanwhile, among 
one-month delinquent cardholders, some may have 
missed their bills because of travel or oversight, result-
ing in the absence of behavioral changes or different 

Table 8. Incremental Profit Introduced by Grocery Data

Panel A. Unscored consumers

Baseline information set ∆Per-person payoff

∆Pr(Approve)

N S D

Sociodemographics 1.46% �2.06 pp. �4.44 pp. �7.16 pp.
(1.32) (1.52) (3.62) (5.58)

Panel B. Scored consumers

∆Pr(Approve)

Baseline information set ∆Per-person payoff N S D

Sociodemographics 1.48% �2.39 pp. �5.26 pp. �9.69 pp.
(0.660) (0.841) (3.10) (3.52)

Sociodemographics + credit scores 0.025% �0.017 pp. �0.142 pp. �0.133 pp.
(0.079) (0.036) (0.300) (0.422)

Notes. The table reports the mean and standard deviation (in parentheses) of 10 simulation results, each based on the 10 folds. The last three 
columns present the changes in the approval probability of three customer segments with N indicating never-delinquents, S sloppy payers, and 
D defaulters.
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types of changes. Considering that consumers fre-
quently make choices in the grocery retail domain, 
using grocery data may enable lenders to capture these 
adjustments over time, which can serve as signals of 
temporary credit risk.
To capture these shifts in shopping habits, we create 

two sets of features based on grocery data. The first set 
aims to capture a cardholder’s grocery shopping habits 
during regular times, referred to as permanent beha-
viors. These features are derived from grocery data 
spanning from two to six months prior to the month 
of the cardholder’s first delinquency, following the 
approach outlined in Section 3. The second set of fea-
tures illustrates the cardholder’s shopping behaviors 
closer to the first delinquency month, referred to as 
recent behaviors. These features are constructed using 
grocery data from the month of the first delinquency 
and the preceding month. By incorporating both sets 
of features into the algorithm, we aim to leverage 
both permanent shopping habits and any deviations in 
these habits leading up to the delinquency event for 
prediction.
In this customer management problem, we utilize a 

different subset of our data compared with that em-
ployed in the customer acquisition problem. Specifi-
cally, we focus on cardholders who missed at least one 
credit card payment during the sample period and 
experienced their first delinquency between July 2017 
and January 2019. This approach allows us to maximize 
the sample size used for algorithm training, ensuring 
that a minimum of seven months’ worth of grocery 
data are available for prediction purposes. Our final 
sample consists of 7,449 cardholders, among whom 
1,520 defaulted or missed two consecutive payments 
(defaulters), whereas 5,929 paid their bills the following 
month (sloppy payers). The algorithm is trained and 
tested using XGBoost, employing a nested cross- 
validation approach as illustrated in Section 4. Addi-
tional details about the data and resulting features are 
in Online Appendix D.
Table 9 presents the ability of individual data sources 

to distinguish between defaulters and sloppy payers 
when leveraged in isolation, measured in terms of out- 
of-sample AUC. The table includes credit card data as 
one of the data sources. The key difference between 
the current customer management problem and the 
earlier acquisition problem lies in the data sources 
available to the issuer at the time of prediction. When 
evaluating new applicants, issuers typically have access 
to only self-reported demographic information and 
credit bureau data. However, once an applicant is 
approved and establishes a relationship with the issuer, 
the issuer gains access to a wealth of internally gener-
ated data, including detailed credit card spending data. 
Accordingly, we apply the same feature engineering 
approach to credit card spending data as grocery data, 

focusing on creating features that reflect permanent 
and recent behaviors.
We find that the predictive accuracy of sociodemo-

graphic variables and credit scores is limited compared 
with that of credit card data and grocery data, which 
may be attributed to their static nature. Among the fea-
tures derived from credit card data, recent features con-
sistently outperform permanent ones with a substantial 
performance gap, ranging from 5.4 to 9.1 percentage 
points. Incorporating both sets of features leads to a rel-
atively small yet positive improvement in predictive 
accuracy. A similar pattern emerges with grocery data: 
recent grocery features outperform permanent grocery 
features by 3.0 to 7.2 percentage points. These findings 
highlight the significant advantage of observing more 
recent behaviors, whether in credit card spending or 
grocery shopping, in the context of managing delin-
quent accounts.
Table 10 reports the incremental predictive power of 

grocery data with different assumed baseline informa-
tion sets. Our results show that grocery data can be 
valuable in predicting default among delinquent card-
holders when the only information available to the 
issuer is the sociodemographic variables and/or credit 
scores of cardholders. This scenario reflects the limited 
information available to issuers when dealing with 
newly acquired credit card customers who have missed 
their payment in their initial month. Specifically, the 
inclusion of grocery data improves the out-of-sample 
AUC by 3.11 percentage points for unscored consumers 
and 7.78 percentage points for scored consumers (as-
suming the baseline information set comprises sociode-
mographic variables and credit scores).
However, the incremental value of incorporating gro-

cery data is marginal once the issuer can access detailed 
credit card spending data. For both unscored or scored 
consumers, we find that the incremental predictive accu-
racy introduced by grocery data falls sharply to 0.333 
and 1.18 percentage points, respectively, once features 

Table 9. Out-of-Sample AUC of Different Data Sources

Information set
Unscored 
consumers

Scored 
consumers

Sociodemographics 0.596 (0.043) 0.620 (0.025)
Credit scores – 0.535 (0.047)
Credit card data
Permanent behaviors 0.584 (0.028) 0.597 (0.049)
Recent behaviors 0.638 (0.032) 0.688 (0.025)
Permanent + recent behaviors 0.640 (0.026) 0.712 (0.037)

Grocery data
Permanent behaviors 0.574 (0.047) 0.572 (0.027)
Recent behaviors 0.604 (0.029) 0.644 (0.030)
Permanent + recent behaviors 0.657 (0.015) 0.652 (0.037)

Note. The table reports the mean and standard deviation (in 
parentheses) of 10 AUCs based on the 10 folds.
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derived from credit card spending data are included in 
the information set. This suggests that signals derived 
from grocery data largely overlap with those from credit 
card spending data.

7. Managerial Implications
Our findings have direct managerial implications for 
lenders as using grocery data for credit scoring presents 
an opportunity to access a vast, untapped market. Len-
ders can expand their customer base and improve their 
profitability by extending credit to consumers who are 
currently unserved or underserved by the traditional 
credit system. In addition, this study introduces a new 
avenue for data monetization for retailers. Our data 
sponsor stated, “Seeing the model results opened our 
eyes to the possibility of using grocery data in lending.” 
In particular, the possibility of serving consumers who 
lack credit using this approach is an intriguing business 
case that our data sponsor will continue to explore. Fur-
ther, lenders’ use of grocery data can contribute to 
enhancing consumer welfare by allowing them to 
make longer term investments in key areas, including 
education (Solis 2017), housing (Barakova et al. 2003, 
Acolin et al. 2016), and career development (Evans and 
Jovanovic 1989, Del Boca and Lusardi 2003).
One may wonder what makes grocery data attractive 

relative to other potential alternative data sources. We 
argue that grocery data offers several advantages when 
it comes to capturing individuals’ purchasing (and con-
sumption) habits, which can be a strong predictor of 
their financial habits. First, as groceries are nondurable 
necessities, a large fraction of the consumer population 
shops in a grocery store and makes repeated and fre-
quent choices in the domain. This feature enables a 

more reliable inference of individuals’ habits for a 
substantial fraction of consumers. Second, individuals 
make choices in a broad cross-section of product cate-
gories when grocery shopping, which allows us to 
observe their choices in various contexts. This aspect 
can help identify several habits that contain relevant 
signals pertaining to credit card payment behaviors. 
Third, grocery data capture individuals’ actual choices 
rather than relying on their stated intentions or self- 
reported behaviors. By reflecting on the trade-offs indi-
viduals face when making purchase decisions, grocery 
data may provide a more precise understanding of 
their preferences than other data sources that rely on 
hypothetical scenarios.
We recognize that these benefits may not be unique 

to grocery data. For instance, gasoline purchases may 
capture some meaningful aspect of individuals’ habits 
(e.g., gasoline trip frequency, amount of gasoline pur-
chased, octane choice, store choice) as consumers make 
repeated and frequent transactions in the domain. One 
comparative disadvantage of these data, however, 
would be that they only involve a single product cate-
gory (i.e., gasoline) unlike typical grocery data, which 
encompasses choices across multiple product categories. 
Another type of data that could be useful is the data on 
cellphone signals. We argue that, although firms may 
learn about the locomotion of consumers on a second-to- 
second basis, it would be more difficult to directly 
observe purchase or consumption from the data.
The presence of incremental value of across-domain 

data also speaks to questions concerning the bound-
aries of the firm. Since the 1950s, when many corpora-
tions diversified their portfolios through mergers and 
acquisitions, there has been a long debate over the 

Table 10. Incremental Predictive Power of Grocery Data

Panel A. Unscored consumers

Baseline information set

Out-of-sample AUC

∆AUC (pp.) ∆AUC (%)Without grocery With grocery

Sociodemographics 0.596 0.627 +3.11 pp. +5.33%
(0.043) (0.041) (2.16) (3.92)

Sociodemographics + credit card data 0.657 0.660 +0.333 pp. +0.507%
(0.015) (0.028) (2.41) (3.71)

Panel B. Scored consumers

Out-of-sample AUC ∆AUC (pp.) ∆AUC (%)

Baseline information set Without grocery With grocery

Sociodemographics 0.620 0.692 +7.20 pp. +11.7%
(0.025) (0.028) (2.82) (4.87)

Sociodemographics + credit scores 0.622 0.700 +7.78 pp. +12.5%
(0.029) (0.041) (2.68) (4.50)

Sociodemographics + credit scores + credit card data 0.726 0.738 +1.18 pp. +1.65%
(0.034) (0.041) (2.91) (4.08)

Notes. The table reports the mean and standard deviation (in parentheses) of 10 AUCs based on the 10 folds. pp. indicates percentage points.
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efficiency of a conglomerate in operating unrelated 
businesses relative to those segments operating as 
stand-alone units. Some economists may find it hard to 
rationalize why a credit card company and a grocery 
store would be owned by the same firm when the two 
appear largely unrelated to each other at first glance 
(e.g., Myerson 1982, Jensen 1986, Berger and Ofek 
1995). Our results provide empirical evidence for strong 
informational synergies between the two entities that 
provide a rationale for this ownership structure. This 
type of gain is of particular relevance in today’s business 
environment, in which vertical and horizontal integration 
over seemingly distant domains is becoming increasingly 
representative of the industry movement.
Another relevant question is whether the ownership 

of both a bank and a retailer is a necessary condition for 
using first party retail data in lending decisions as 
observed in this study’s empirical setting. Given the 
potential synergies between consumer data from differ-
ent domains, it would not be surprising if the market 
structure were to evolve around these incentives in the 
long run. In fact, there has been considerable specula-
tion that Apple will aim to become a “full-stack bank” 
with its financial infrastructure for payments and lend-
ing (Shevlin 2019). Apple has been gradually building 
its own financial infrastructure, launching its mobile 
payment service (Apple Pay) in 2014; offering credit 
cards (Apple Card) in 2019; introducing a savings 
account service in 2023 in partnership with Goldman 
Sachs; pairing up with Affirm in 2021 to offer buy now, 
pay later services (Apple Pay Later); and acquiring a 
fintech startup, Credit Kudos, that provides credit 
scores using open banking technology in 2022. The tech 
giant may leverage its detailed phone usage and loca-
tion data collected through smartphones to make 
informed lending decisions. Similarly, whereas Ama-
zon currently issues credit cards in partnership with 
Chase Bank and does not assume the risk as a lender, it 
has the potential to become a bank that leverages its 
first party transaction data from Whole Foods Market 
and other domains it operates in for credit scoring. In 
summary, firms with exclusive access to their own con-
sumer data may enjoy a competitive advantage in the 
credit market.
It may appear to be more challenging to collect 

detailed grocery data in developing and emerging mar-
kets, in which consumers mostly shop at mom-and- 
pop grocery stores using cash rather than at large-scale 
supermarkets that systematically collect point-of-sale 
data. However, in fact, the retail sector is quickly 
becoming modernized and digitized in many such 
markets. For instance, mobile payment service and dig-
ital wallet adoption rates by both consumers and retai-
lers are high in Kenya and Ghana (Collins 2019). This 
trend may allow and even incentivize retailers to invest 
in more systematic consumer data collection, especially 

if they could monetize their own consumer data by 
sharing or selling them to third party firms.

8. Conclusions
This study shows that consistent shopping behaviors 
exhibited in a grocery store are predictive of credit card 
payment behaviors above and beyond standard data 
sets used by lenders. Our simulations further de-
monstrate that such incremental predictive power can 
benefit both lenders and traditionally underserved con-
sumers in credit markets, such as consumers who lack 
credit scores. This finding further suggests that grocery 
data may advance the financial inclusion of consumers 
with limited or no access to credit.
We caution that our findings are based on a selected 

sample of approved and enrolled credit card appli-
cants. The data limitation precludes us from assessing 
the impact of grocery data on predictions and decisions 
on the broader consumer population. Further, our esti-
mates of the impact are rather illustrative, short-run 
effects of using grocery data when behaviors of com-
peting firms, consumers, and regulators are held fixed. 
Indeed, several theoretical papers explore the implica-
tions of strategic consumers in the context of data shar-
ing, focusing on their incentives to reverse engineer 
and game the system or to withhold their data alto-
gether in expectation of unfavorable decisions (e.g., 
Ball 2019, Hu et al. 2019, Frankel and Kartik 2022) with 
some proposing an estimator that is robust to such 
manipulation (e.g., Björkegren et al. 2020). Overcoming 
these limitations may require a new data source, ideally 
from an experiment. We view our work as a proof of 
concept that can provide insights into the design and 
implementation of future studies.
We leave for future research the question of how the 

use of grocery data or, more broadly, any first party 
data from nonfinancial domains, should be regulated 
in consumer lending markets. Relevant questions to 
explore include, but are not limited to the following: 
How can we ensure the fair and equitable distribution 
of lending outcomes across different consumer groups? 
Is it ethically justifiable to deny credit based on an 
applicant’s purchase of cigarettes? How can we strike a 
balance between the utility from credit access and the 
disutility from privacy concerns? Given the far-reaching 
implications of credit access on households’ life cycles 
and across generations, it is critical to understand the 
normative implications of our findings to prevent unin-
tended negative consequences.
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Endnotes
1Habits are extensively studied in psychology, economics, and 
marketing and are commonly defined as repeated behaviors within 
specific contexts. Despite the similarity in the behavioral definition 
of habits, scholars from various disciplines offer distinct perspec-
tives on their interpretation. Psychologists commonly characterize 

habits as automatic and nonconscious behavioral responses to spe-

cific contextual cues, distinguishing them from deliberate and con-

scious behaviors (e.g., Ouellette and Wood 1998, Verplanken and 

Wood 2006, Wood and Neal 2007). Researchers in economics and 

marketing, using revealed preference as a central tool, often con-

sider habits as a form of state dependence and view them as opti-

mal choices made by utility-maximizing consumers (e.g., Pollak 

1970, Becker and Murphy 1988, Erdem 1996, Dubé et al. 2010).
2 A notable exception is Target Corporation, which had access to 
both credit card spending and detailed retail purchase data before 
selling its credit card portfolio to TD Bank Group in 2012.
3 Both delinquency and payment variables are available at the 
month level, at which a month in the data runs from the 14th of a 
month to the 13th of the following month. Because the billing cycle 
varies across cardholders, we do not know the exact timing of 
missed payments. However, as we discuss shortly, this limitation is 
unlikely to significantly impact our main analysis.
4 Credit card companies train and deploy a host of scoring algo-
rithms to assess the risk of new applicants and manage existing 
accounts. These algorithms differ in their objectives, input data 
types, and outcome variable definitions. In this paper, we focus on 
a specific type of scoring algorithm that assumes a particular seg-
mentation scheme with the goal of offering a proof of concept on 
the value of grocery data in making credit decisions. Our chosen 
segmentation scheme, utilized by our data sponsor, is also widely 
recognized among industry experts (Dash 2010).
5 This definition closely corresponds with a key operating perfor-
mance measure used in the credit card industry known as past due 
credit card receivables (PD2+). PD2+ represents the percentage of 
credit card receivables more than 30 days past due (i.e., delinquent 
at least two months). Our definition of default also aligns with the 
data sponsor’s concept of “serious” delinquency. According to the 
manager, a significant portion of one-month delinquent cardholders 
tend to pay off their bills immediately the following month, 
whereas those who fail to do so within a month have a very low 
chance of coming back. Our data confirms this insight. Among our 
final sample consumers, one-month delinquent payers had a 72.4% 
probability of paying off their debts without entering a two-month 
delinquency. However, once cardholders entered a two-month 
delinquency, the probability of repayment dropped to 17.4% (see 
Online Appendix A.2).
6We discuss how this feature affects our interpretation of the 
results in Section 4.3.
7 Food items are defined as product groups that belong to either (a) 
the consumer packaged goods department but not the household 
items section or (b) the fresh goods department. In our data, there 

are 162 food items, accounting for approximately 65% of total 
supermarket revenue.
8 The results in Table 3 remain largely similar when we run a joint 
regression of all the food items and the same set of control 
variables.
9 To examine which day of the week each segment prefers for gro-

cery shopping, we look at the average of consumer-level trip proba-

bilities across days of the week by segment. We find that all three 

segments are most likely to shop on weekends. The distribution of 

trip probabilities across days of the week is more skewed toward 

weekends for never-delinquents, whereas sloppy payers and 

defaulters exhibit a relatively flatter distribution.
10 To compute the variance of grocery expenditures, we use the 
purchase of items from either the consumer packaged goods 
department or the fresh goods department. This step minimizes the 
impact of infrequent purchases of big-ticket items, such as durables, 
and instead captures the variance of spending on necessities.
11When examining the marginal effect of the conditional probability of 
buying a sale item in a joint regression that incorporates all how-to-buy 
grocery features, we observe a reversal in the signs of the marginal 
effect, which may result from correlations between grocery features (see 
Online Appendix A.3 for more details). Specifically, the average mar-
ginal effects for never-delinquents, sloppy payers, and defaulters are 
�0.542 (0.137), 0.284 (0.117), and 0.258 (0.081), respectively.
12 The healthiness and convenience of a basket are determined solely 
by the ratings for the 35 items in Table 3. Three hundred thirty-seven 
out of 30,089 consumers (1.12%) who did not buy any of the 35 items 
are assumed to have a grocery basket of median healthiness and conve-
nience. Results are robust when we drop those consumers.
13 For a review of the modeling approach in the credit scoring liter-
ature, see Thomas et al. (2017).
14 For instance, credit card issuers can offer higher interest rates to 
sloppy payers to extract more interest revenue or lower credit limits 
to defaulters to minimize the expected loss of principal.
15We evaluate the predictive performance of different hierarchical 
approaches and a flat approach and find that they have similar per-
formance across all information sets considered.
16 The imbalanced class distribution could preclude efficient learn-
ing, given that 81% of the sample consists of never-delinquent 
payers, 12% sloppy payers, and 7% defaulters. The concern is parti-
cularly salient for a classifier distinguishing between never- 
delinquent and delinquent payers. To alleviate this concern, we 
apply different weights to positive and negative classes to balance 
the distribution during training.
17 Before partitioning the consumers into 10 folds, we set aside a 
subset of consumers to be used as a validation set during Platt scal-
ing, which transforms the scores generated by the credit scoring 
algorithms into probabilities. This process is necessary for simulat-
ing credit extension decisions in Section 5. We use stratified sam-
pling to maintain the relative frequency of the three classes (credit 
card segments) within each fold.
18We only observe the sample consumers’ credit card payment 
behaviors with the focal issuer but not with other issuers. To exam-
ine how this impacts the estimated predictive value of grocery data, 
we repeated our analysis using a subset of 19,221 individuals whose 
usage of the focal credit card is more consistent and frequent. The 
underlying assumption in this analysis was that data from the focal 
issuer would more accurately capture the overall credit risk of these 
individuals compared with those who use the card inconsistently 
and infrequently. We find that grocery data provides higher incre-
mental out-of-sample accuracy for consistent and frequent card 
users, which suggests that relying solely on data from the focal 
issuer may underestimate the predictive value of grocery data.
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19 This type of selection problem is common across a wide range of 
contexts, such as hiring decisions (e.g., Autor and Scarborough 
2008, Li et al. 2020) and bail decisions (e.g., Arnold et al. 2018, Klein-
berg et al. 2018).
20 Implementing such an experiment would require significant 
administrative costs (e.g., cost of advertising the opportunity and 
processing applications), monetary costs associated with increased 
default risk (e.g., loss of principal, debt collection costs), reputa-
tional costs (e.g., lower credit ratings), and opportunity costs (e.g., 
cost of foregoing the opportunity to extend credit to less risky 
applicants).
21 Lenders in various markets are subject to responsible lending 
laws. In the United States, the Equal Credit Opportunity Act man-
dates lenders to provide consumers with explanations for any 
adverse actions, such as denying credit. Similarly, the European 
Union’s Consumer Credit Directive and the United Kingdom’s 
Consumer Credit Act oblige lenders to assess consumers’ credit-
worthiness before granting credit and ensure that the credit is suit-
able for the consumer’s financial situation.
22Model-based inference techniques include extrapolation, aug-
mentation, iterative reclassification, and parceling. Some use default 
outcomes of the rejected in other domains as a proxy for their credit 
risk in the focal domain (e.g., Blattner and Nelson 2021).
23We thank the anonymous review team for their constructive sug-
gestions on the simulations in Sections 5 and 6.
24 Alternatively, one could write down a model in which the len-
der’s decision causally affects the default probability. One example 
is a model in which the decision variable is credit terms, such as 
interest rates and credit limits, which can subsequently influence 
the approved applicants’ credit card usage and payment behaviors 
and, ultimately, their default probabilities.
25 In practice, the cost of false negatives may not be zero. One rea-
son for this is the possibility of pushback from rejected applicants 
who might have been approved had lenders not taken grocery data 
into account.
26Whereas we use expected payoffs in Equation (4) as our metric 
for decision making, our results remain robust when using an alter-
native metric: predicted segment probabilities (pi’s) without consid-
ering payoffs (πi’s).
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