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A B S T R A C T

Countries gain and lose territories over time, generating territory flows that represent the transfer
of territorial sovereignty. Countries also export and import goods, creating trade flows that
represent the transfer of merchandise ownership. We find a substitution between these two
international flows during the years 1870 and 2008; that is, country pairs with greater trade
flows have smaller territory flows. This indicates how international trade enhances international
security: reciprocal goods transactions discourage irreciprocal territorial exchanges.

Through commerce, man learns to deliberate, to be honest, to acquire manners, to be prudent and reserved in both talk and action. Sensing the necessity
to be wise and honest in order to succeed, he flees vice, or at least his demeanor exhibits decency and seriousness so as not to arouse any adverse
judgment on the part of present and future acquaintances; he would not dare make a spectacle of himself for fear of damaging his credit standing and
thus society may well avoid a scandal which it might otherwise have to deplore.

[—Samuel Ricard (1781)]
1. Introduction

Human beings are territorial. Most wars in recorded human history have arisen from escalating border tensions, and ended with
agreements that either reaffirmed or revised borders. Territorial exchange represents the transfer of territorial sovereignty, just like
international trade represents the transfer of merchandise ownership. Like goods, territories can flow in and out of a country. Unlike
goods flows, which stem from reciprocal international trade, territorial exchanges usually provide gains for one side but losses for
the other.

This study endeavors to estimate the impact of trade flows on territory flows. Territorial exchanges are primarily driven by
political forces. We are not building an economic theory of international geopolitics, but instead estimate empirically whether
economic forces can explain some portion of territorial exchanges. Our empirical results show that trade flows and territory flows
were substitutes for each other in the last 139 years of world history. That is, if a country exported more goods to another country,
it lost less territory to that country; or equivalently, if a country imported more goods from another country, it took less territory
from that country. Quantitatively, a 10-percent larger trade flow is associated with a three to five percent smaller territory flow.

Our finding is robust throughout checks with different measures, margins, directions of flows, multiple econometric methods, and
various specifications commonly used in the international trade literature. We have controlled for country and country pair level
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factors that covary with territory flows and trade flows, including geographical, linguistical, legal, and industrial characteristics.
The substitution between territory flows and trade flows still holds.

Establishing causality is challenging in this context. Country pairs with territory flows are inherently different from those
without them. The fact of having territory flows already indicates some form of antagonism, because territorial exchanges are
rarely necessary if two countries are inseparable allies or have no sovereign conflicts at all (e.g., two small island countries located
in two different oceans). In this study, we consider only country pairs having territory flows and exploit the variations across them
in exchanged territory sizes. Limiting our focus to actual territorial exchangers mitigates but does not eliminate endogeneity, of
course. Country pairs that ever exchanged territories have many reasons not to trade much with each other. To identify a causal
effect of trade flows on territory flows, researchers have to ascertain that the variations in trade flows arise from factors beyond
pairwise diplomacy and other bilateral factors. To this end, we instrument bilateral trade flows with three different external forces:
remoteness, containerization, and opening and closure of canals. These forces, being neither bilateral nor political, have been found
as independent trade flow shifters in the recent trade literature. Our 2SLS results demonstrate that the association between trade
and territory flows is likely to be causal. Specifically, trade flows turn out to reduce territorial flows, and the magnitude of their
effect is close to what OLS estimates reveal. Econometrically, even if endogeneity exists in the OLS results, it is not severe enough
to bias our interpretation.

International trade has influenced modern political institutions through several channels, including property-right protec-
tion (Acemoglu et al., 2005), contract enforcement (Ranjan and Lee, 2007; Anderson, 2009), democratization (Galiani and Torrens,
2014), rent-seeking in policymaking (Levchenko, 2013), and cronyism in lawmaking (Puga and Trefler, 2014). Nation states, as
basic units of modern political institutions, are territorial. Borders distinguish the jurisdiction of one state from another, the natural
resources regulated by one government from those by another, the transactions liable for local taxes from those liable for import
tariffs, and the military units that defend a place from those who invade it. The effectiveness of borders holds regardless of the
political regimes used by countries, lasting until the countries on different sides revise them voluntarily or involuntarily. Political
scientists view borders as a fundamental institution of the modern age due to an economic mechanism: clear borders between
countries reduce uncertainties, thereby fostering potential for future cooperation (Keohane, 1984; Simmons, 2005; Gavrilis, 2008;
Schultz, 2015).

Economists have not previously explored this mechanism, and as economists, we undertake this task. Our contributions are
threefold. First, as our results illustrate, among country pairs with territory flows, trade flows and territory flows are substitutes.
Notice that trade flows and territory flows, in theory, could be either substitutes or complements. Trade creates reciprocity, which
tends to reduce territorial disputes; however it also fosters greed, which tends to induce territorial disputes. According to our
empirical results, if both forces exist, the former outweighs the latter. Second, we find that the negative association between trade
flows and territory flows is likely to be causal, going from (larger) goods flows to (smaller) territory flows. Our finding is reassuring
and encouraging, since there exist plenty of effective means to promote trade, from infrastructure improvements to multilateral
trade policy negotiations, whereas the means for assuaging territorial disputes are, at best, moderately effective.

Third, as predicted by the incentive mechanism, we find that countries having smaller territory flows with each other are more
likely to sign trade agreements in the future. Commerce smooths out human relations through joint gains, as noted by French
jurist Samuel Ricard in 1781 (excerpted at the beginning of this paper). Consistent with his reasoning, when countries benefit
each other through commerce, they become reluctant to take each other’s large territories and ruin the relationship. This process
is self-reinforcing, as the reciprocal attitude helps foster future cooperation. The resulting virtuous circle potentially explains the
remarkable decline in the frequency of territory flows during the seven decades of post-WWII globalization.

The rest of the paper is organized as follows. In Section 2, we describe our sample and demonstrate basic data patterns. In
Section 3, we present our econometric specification and main results. In Section 4, we examine the underlying causality. In Section 5,
we investigate the potential mechanism. In Section 6, we extend our study to the case of independence. In Section 7, we conclude.

2. Data

Our major data source is the Correlates of War (COW) Project, which is a database constructed and maintained by political
scientists to conduct studies of international relations.1 Three datasets in the database constitute our working sample: the territorial
exchange dataset compiled by Jaroslav et al. (1998) (hereafter, JSDG), the bilateral trade dataset compiled by Barbieri et al. (2009)
(hereafter, BKP), and the National Material Capabilities (hereafter, NMC) dataset initially compiled by Singer (1987) that has evolved
since then.

The JSDG dataset we use covers the years 1816–2008, while the BKP bilateral trade dataset covers the years 1870–2009.2 We
use their overlapping years 1870–2008 as the time span for our working sample.3 The JSDG provides data on territory flows.
Each observation in the dataset is a territory flow, with an origin country that cedes the territory’s sovereignty, and a destination
country that assumes the territory’s sovereignty. Note that the JSDG only covered formal territorial changes resulting from conquest,

1 The website for the COW Project is http://www.correlatesofwar.org.
2 The majority of the post-WWII data in Barbieri et al. (2009) are from the International Monetary Fund’s Direction of Trade Statistics. See their paper for

detailed sources.
3 The non-overlapping years 1816–1869 do not have trade-flow data. Also, it is difficult to find country and country pair level data for that period serving

as control variables in the regression analysis.
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Table 1
Descriptive statistics.

annexation, cession, secession, unification, or mandates by the League of Nations or the United Nations. In cases of conquest, the
territory’s sovereignty had to be formalized after the war; otherwise, it was not included.4

The NMC provides us with data on population and national powers, including iron and steel production and primary energy
consumption. All three datasets are updated periodically using a consistent format mandated by the COW Project. In addition, we
obtained characteristics of country pairs, such as whether two given countries share borders, languages, or legal systems. These
characteristics were obtained from the CEPII gravity database compiled by Head et al. (2010) (hereafter HMR), which has been
widely used in the international trade literature.5

Table 1 is a summary of our sample. In our sample, there are 308 territory flows occurring within 201 country pairs, composed
of 82 origin countries and 81 destination countries. Notice that only country pairs with territory flows and data on basic gravity
variables (defined later in Section 3.1) are included in our sample.6 In general, territory flows have become less frequent worldwide,
while global total trade flows have increased over time (especially after the birth of the GATT/WTO). Fig. 1 illustrates both patterns.

Notice that our interest is not in the relationship between trade flows and the frequency of territory flows, but in the relationship
between trade flows and the geographical sizes (areas) of actual territory flows. By limiting our attention to the 308 actual territory
flows, the usability of our sample improves significantly. The areas of the flowed territories in the JSDG dataset are bottom-coded,
meaning that small-size territories have their areas coded as one square kilometer. There are 40 such cases in our sample. When
these territories are excluded, the areas of the flowed territories have a log-normal distribution. The distribution is displayed in
Fig. 2, where a normally distributed density curve is added for the purpose of comparison.

To preview the association between territory flows and trade flows, we divide bilateral trade flows from origin countries to
destination countries into ten deciles. For each decile, we draw a box plot of the corresponding territory flow (area in logarithm).
The box plots are demonstrated in Fig. 3 against the deciles, where a downward pattern is revealed. This is a preview of the empirical
association that interests us, which does not control for other related factors. To investigate the marginal impact of trade flows on
territory flows, we turn to regression analysis in the next section.

3. Empirical findings

3.1. Specification

We hypothesize that having a large trade flow scales down the area of territory flow from the origin country to the destination
country. Recall that origin and destination refer to the sovereignty of the territory flow. The destination country is the side that

4 The cases of independence were excluded in the baseline results and we investigate this issue as an extension in Section 6.
5 The COW project also includes a Direct Contiguity (DC) dataset on contiguity relations between countries in the international system from 1816 through

2016. We compared the sharing border variable in Head et al. (2010) with the DC dataset and found no change in contiguity within the country pairs in our
sample. That is, the sharing border variable in Head et al. (2010) is applicable to the bilateral territory flows documented in the JSDG dataset during our sample
period.

6 The full list of those country pairs, along with the JSDG IDs of their exchanged territories linkable to the original JSDG dataset, is provided in Appendix
Table A1.

Journal of Economic Behavior and Organization 228 (2024) 106787 

3 



Y. Hu et al.

Fig. 1. Territory flows and trade flows over time. Notes. Both territory-flow frequency and trade-flow volume are plotted against time in the figure.

Fig. 2. Histogram of territory flow (Areas).
Notes. Territory flows in the figure are measured by area of the exchanged territories between origin and destination countries.

Fig. 3. Territory flows (by area) versus trade flows (by decile).
Notes. Bilateral trade flows from origin countries to destination countries are divided into 10 deciles. Each decile in the figure has a box plot of the territory
flows (in area) between the corresponding origin and destination countries.
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receives the territory, while the origin country is the side that cedes the territory. Aligned in the same direction, trade flows refer
to the goods exported by the origin country and imported by the destination country.7 The idea is to examine the substitution (i)
between importing goods from a country and taking its territory (viewed from the destination country’s perspective), or equivalently
(ii) between exporting goods to a country and losing a territory to it (viewed from the origin country’s perspective).

Our regression analysis holds gravity factors constant. All else held equal, large countries have greater power to seize territories
from other countries, and meanwhile more territories to lose. Furthermore, countries closer to each other are more likely to have
territorial disputes. Thus, size and bilateral distance, or basic gravity factors as we call them, are correlated with territory flows
between two countries. Basic gravity factors have long been known to be correlated with trade flows between countries.8 They are
also correlated with bilateral investments, migration, and tourism.9 In our context, such gravity-driven phenomena stem from purely
mechanical correlations uninteresting in their own right. To partial out the mechanical correlation from both territory and trade
flows, we control for basic gravity factors. In other words, both territory flows and trade flows have non-gravity variations, and our
ultimate interest is in whether the two non-gravity variations relate to each other.

We specify the main regression as

ln 𝑇 𝑒𝑟𝑟𝑖𝐴𝑟𝑒𝑎𝑓 ,𝑡 = 𝛽 ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡

+𝛾1 ln𝑃 𝑜𝑝𝑖(𝑓 ),𝑡 + 𝛾2 ln𝑃 𝑜𝑝𝑗(𝑓 ),𝑡 + 𝛾3 ln𝐷 𝑖𝑠𝑡𝑖(𝑓 ),𝑗(𝑓 )
+𝑋𝑖(𝑓 ),𝑗(𝑓 ),𝑡𝛿 + 𝜆𝑖(𝑓 )𝑡 + 𝜆𝑗(𝑓 )𝑡 + 𝜖𝑓 ,𝑡, (1)

where 𝑓 indexes territory flows and 𝑡 indexes years. The dependent variable ln 𝑇 𝑒𝑟𝑟𝑖𝐴𝑟𝑒𝑎𝑓 ,𝑡 refers to the logged geographical size
(area) of territory flow 𝑓 that occurred in year 𝑡. We denote the origin country by 𝑖(𝑓 ) and the destination country by 𝑗(𝑓 ). The
two countries have time-variant trade volume ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡, the coefficient of which (i.e., 𝛽) is our parameter of interest.10

𝛽 < 0 (respectively, 𝛽 > 0) indicates that territory flow and trade flow are substitutes (complements). We control for the time-variant
populations of the two countries (i.e., 𝑃 𝑜𝑝𝑖(𝑓 ),𝑡 and 𝑃 𝑜𝑝𝑗(𝑓 ),𝑡) and their time-invariant bilateral distance (i.e., 𝐷 𝑖𝑠𝑡𝑖(𝑓 ),𝑗(𝑓 )). We identify
the continents of origin and destination countries (Africa, Asia, Europe, Latin America, North America, or Oceania) and divide
the 139 years into 14 decades. Interacting continent dummies with decade dummies allows us to include origin continent-decade
fixed effect 𝜆𝑖(𝑓 )𝑡 and destination continent-decade fixed effect 𝜆𝑗(𝑓 )𝑡, approximating origin country-year fixed effects and destination
country-year fixed effects in the gravity model literature.11 𝜖𝑓 ,𝑡 is a classical error term, and robust standard errors are used.

The vector 𝑋𝑖(𝑓 ),𝑗(𝑓 ),𝑡 in Eq. (1) represents a battery of other country and country pair characteristics, including whether the
two countries share any border, language, or legal system. They covary with bilateral trade and are normally controlled for in
gravity models (see Head et al. (2010) for example). In addition, the JSDG dataset reports whether territory 𝑓 is contiguous with
the origin country or with the destination country. We control for them to hold constant the likelihood of border disputes. More
subtle to control for are the variables related to national powers, including (i) iron and steel production, (ii) military expenses, and
(iii) energy consumption. On the one hand, they should be included in the regression, since stronger national powers were usually
associated with hegemonic expansions during our sample period. On the other hand, the production and consumption of metals,
energy, and arms constituted a major part of trade flows, such that including them in the regression renders the coefficient of trade
flows 𝛽 (our parameter of interest) difficult to interpret. As a compromise, we use them but not in our preferred specifications.

3.2. Main results

Our baseline results are reported in Table 2. Panel A reports ordinary least squares (OLS) estimates, where we start with a
regression with only trade flow and basic gravity variables. As shown by column (1), a 10-percent increase in trade flow is associated
with a 3.4-percent decrease in the area of territory flow. In other words, the substitution elasticity is approximately −0.34. In column
(2), adding additional control variables slightly shrinks the sample size (from 308 to 304, owing to missing values of those additional
control variables) and the elasticity rises in magnitude to about −0.44. In columns (3)-(5), we add a different national power measure
one at a time and the previous finding remains. As noted earlier, we prefer not to include these measures since they are directly
related to or even part of trade flows. The area of territory flow, if smaller than one square kilometer, is bottom-coded as one square
kilometer and ends up being zero in logarithmic terms. To address potential issues arising from bottom-coding, we experiment with
Tobit estimation. Panel B of Table 2 reports the Tobit estimates, which are similar to the OLS estimates reported in Panel A. In
general, a 10-percent increase in trade flow is associated with a three to five percent decrease in territory flow.

Historical trade data might be inaccurate since developing customs and statistical agencies is costly and takes time. Signs of
trade flows are generally more reliable than their magnitudes, because misrecording a positive value as another is more likely than
misrecording a positive value as zero. In Table 3, we first use a dummy variable that equals 1 for positive trade flows to replace

7 As later shown in Table 7, the direction of trade does not matter: trade flows in the reverse direction have a similar effect.
8 See Anderson (2011), Head and Mayer (2014), and Baltagi et al. (2017) for reviews. The gravity model in the international trade literature usually uses

GDP instead of population to measure economic size, though country-level GDP statistics prior to WWII are rarely available.
9 See Zhang (2020) for reviews of trade and migration studies.

10 We assume constant elasticity across country pairs. See Hu and Zhang (2021) for the estimation of heterogeneous elasticities in gravity models.
11 Our sample space is a 𝑓 𝑡-matrix rather than an 𝑖𝑗 𝑡-matrix. Notice that the 𝑖𝑗 𝑡-matrix in our territory context would be much sparser, and thus far less

usable, than those of multi-year trade gravity models. As noted earlier, because origin and destination countries have territory flows only in a small number of
years, the territory-flow variation generated by them cannot afford country-year fixed effects.
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Table 2
Baseline results.

the previous continuous trade flow variable (Spec 1). This 0-or-1 demarcation is usually referred to as the extensive margin of trade
statistics, as its variation comes only from whether trade occurs or not, with all continuous variations excluded. As shown, with all
else held equal, having a positive trade flow is linked to a 120 to 160 percent smaller territory flow.

We then turn to the intensive margin of trade statistics that uses only continuous variations. Zero trade values might arise because
the customs agency failed to record the trade for technical reasons (e.g., small-value transactions were rounded to zero) or artificial
reasons (e.g., smuggling). Missing values have an even more ambiguous nature. The variations in positive trade records have the
benefit of easy interpretation. Considering only the observations with positive trade flows (Spec 2), the substitution elasticity is still
−0.3 to −0.5, as under the baseline specification.

We next consider average trade flows between origin countries and destination countries. Over the 139 years, most country
pairs have more than one trade record. We take the average of those recorded trade flows, first considering only positive flows
(Spec 3) and then including all flows (Spec 4). We provide the two sets of results, which lead to the same findings. Lastly, we use
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Table 3
Robustness I — Measurement.

the maximum bilateral trade flows (Spec 5). The maximum measure is concerned only with positive flows, but has the advantage
of capturing the largest capacity of the bilateral trade relation. The magnitude remains close to those in Table 2.

Territory flows do not necessarily involve military conflicts. They could occur voluntarily, such as the Alaska Purchase, or they
could be involuntary but result from non-military political negotiations, such as the return of Hong Kong to China. Trade is known
to promote peace (see Hirschman (1982), Martin et al. (2008a,b), and Glick and Taylor (2010) among others) but the role of trade
in reducing territorial exchange is not due to its role in reducing military conflicts. In fact, 226 out of the 308 territory flows in
our sample occurred peacefully. In Table 4, we include only peaceful territory flows. Columns (1) to (2) (respectively, (3) to (4)) in
the table correspond to Panel A (respectively Panel B) of Table 2. Our previous results still hold, with slightly greater magnitudes.
In other words, when a country imports more goods from another country, it has a weaker demand for that country’s territory
regardless of the means it could use to obtain it.

Both trade and territory flows depend on the global political landscape. In Table 5, we interact trade with dummy variables
corresponding to different global political phases: pre-WWI and WWI (before 1919), the interwar period and WWII (1919 to 1945),
the Cold War (1945 to 1991), and post-Cold War (1991–2008). The first phase is known as the time of ‘‘first globalization’’ while
the second phase was fraught with military disputes, trade protectionism, economic crises, and world power reconfigurations. These
two groups appear to have slightly weaker results compared with the reference group (the post-Cold War phase).

Some country pairs have more than one territory flow, which renders panel-data methods applicable. In Table 6, we experiment
with three panel-data methods: random effects of within-estimation, fixed effects of within-estimation, and between-estimation. The
within-estimation methods use within-pair variations, while the between-estimation method uses cross-pair variations. The statistical
magnitude and significance of the coefficient of interest 𝛽 perform stably. In particular, the pair fixed effect estimation (columns
(3) and (4)) addresses all pair-specific observables and unobservables, the results of which support the previous baseline findings.

We also check whether the reverse direction of trade flows produces similar results. Recall that the origin (destination) country
has so far been defined as the side that exports (imports) goods and loses (gains) territories. This alignment is designed to detect
potential substitution between goods and territory flows. That is, as the two flows have the same direction, one can find whether
the recipient who receives more of one flow demands less of the other flow. Since trade has a tendency to be balanced, owing to
balance of payments conditions, we do not expect reversing the trade flows—that is, redefining origin (destination) country as the
side that imports goods and loses territories—to make a remarkable difference. Indeed, as shown in Table 7, countries that import
more from a country lose less territory to that country. The interpretation of the findings hardly changes. Conceivably, economic
interests associated with exports all have counterparts associated with imports (e.g., producers who seek suppliers are as eager as
producers who seek buyers).

It should be noted that the results from reversed trade flows in Table 7 also help check whether the following accounting issue
contaminates our previous findings. In some months during the year of the territory flow, territory-ceding countries might no longer
count the goods exported by their lost territories to the territory-receiving countries as their exports. Although the goods produced
by a single territory are unlikely to generate a substitution elasticity as large as −0.3 to −0.5 (as reported in previous tables), we
would like to ascertain whether such a mechanical correlation drove our results. As shown in Table 7, the previous findings remain
in terms of magnitude as well as sign. The substitution elasticity is still in the −0.3 to −0.5 range. Also in this vein, we revised
specification (1) by lagging and forwarding 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡 along the 𝑡 dimension. 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡−𝑘 and 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡+𝑘
are highly correlated with 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡 but do not have any ambiguity in dealing with the timing of the territory flow.
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Table 4
Robustness II — Peaceful territory flows only.

Specifically, for a given territorial exchange between 𝑖 and 𝑗 in year 𝑡, 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡−𝑘 attributes the exports by the focal
territory 𝑓 to the origin side, while 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡+𝑘 attributes them to the destination side. Replacing 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡 with
either 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡−𝑘 or 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡+𝑘, the correlation captured by the coefficient of trade flow is not confounded by
the ambiguity in the accounting of the territory’s merchandise. The results for 𝑘 = 1, 2, 3, and 4, as reported in Table 8, retain the
previous negative correlation in both sign and magnitude.12

The last robustness check in this section stems from an audacious experiment. The empirical specification we have used aims
to examine the relationship between territory flow and trade flow conditional on the presence of territory flow. Econometrically
speaking, what interests us is a conditional correlation: given a territorial exchange, how the size of the exchanged territory depends
on the bilateral trade between the two countries. It is tempting to incorporate the ‘‘idle time’’ of the territorial exchangers. That is,
country pairs having territory flows in certain years, although not having territory flows in other years, could stay in the sample as
zero territory flow observations. This experiment extrapolates our thesis to an additional margin but does have a technical merit: it
lets zero territory flows speak.13

To undertake this experiment, we insert zero territory flows into our sample. First of all, inserting a zero territory flow observation
for every idle year of every country pair in our data would over-expand the sample space. In that scenario, a country pair that appears
only once (one out of the 139 years) in our data would receive 138 zero territory flow observations. There are 201 country pairs
in our data, such that the sample size would rise to at least 201 × 139 = 27,939 even though the valid observations (actual territory
flows) remain as few as 308. Filling zeros in that superfluous fashion would result in severe inference errors.14 We find it more
reasonable to insert a zero territory flow for each given pair per idle decade. That is, a country pair that appears only once (one out
of the 14 decades) receives 13 zero territory flow observations. Decadal averages of time-variant country characteristics are used to
generate explanatory variables for those inserted observations. Since some country pairs have multiple territory flows, the resulting
sample size is 3055, slightly larger than 201 × 14 = 2814.

The results from this artificial sample is reported in Table 9. As expected, the substitution elasticity shrinks in magnitude to the
range of −0.14 to −0.21. That is, a 10-percent increase in trade flow is associated with a one to two percent decrease in territory

12 The coefficients of forwarded trade flow are slightly smaller than those of lagged trade flow, though the differences remain in each other’s standard errors.
13 The gravity model literature emphasizes the rationalization of zero trade flows because standard trade theories cannot explain zero trade flows without

resorting to concepts such as fixed costs and chock prices (see Anderson and Zhang (2022) for a review). In other words, given the reciprocity of international
trade, the absence of trade between countries constitutes a grave puzzle. In contrast, so long as borders are well-defined and consensus-based for two countries,
territorial exchange is bound not to occur between them. In other words, territorial exchange is rarely reciprocal, so that the absence of territorial exchange
between countries is normal.

14 In theory, both type-I or type-II errors may arise, depending on the relative rates of trade flows and territory flows growing sparse when zero territory
flow observations are being inserted.
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Table 5
Robustness III — Global politics.

flow. In addition, we run a Probit model that uses only the extensive margin of the artificial sample. Large trade flows turn out to
be associated with more zero territory flows. These findings are consistent with our expectation and previous results, even though
one should keep in mind that the fashion of zero insertion may heavily influence these findings. Owing to this caveat, we limit the
practice of zero insertion to this last robustness check. Elsewhere in this paper, we maintain that our thesis is conditional on having
actual territory flows.

4. Correlation or causality?

In the previous section, a robust negative correlation has been established between territory flow and trade flow. A natural
question arises as to whether the correlation indicates causality. Identifying a causal relationship in a cross-country pair setting is
always challenging, since there are numerous confounding factors at the global scale and natural experiments across countries are
never as clean as those within a country, city, or town. In this section, we describe the identification experiments we conducted,
report our findings, and discuss why they may signify a causal effect of trade flows on territory flows.

To put the identification challenge into perspective, consider diplomatic relations within country pairs as an example of
confounding factors in our context. All else held equal, country pairs with close diplomatic ties tend to exchange less territories,
because they are more likely to reach an amicable solution—for instance, clarifying one or two ambiguous border segments to avoid
handing over a significant amount of land. In the meantime, country pairs with closer diplomatic ties tend to trade more with each
other, because their governments may facilitate, or at least impose fewer barriers on, their bilateral commerce. Endogeneity arises
because diplomatic relations between country pairs, which correlate with both territorial flow and trade flow, are omitted from the
regression. This prevents us from interpreting previous results as the causal effects of trade flows on territorial flows. Other sources
of endogeneity, such as ethnic conflicts and religious hatred, are similar to diplomatic relations.15

15 Not all omitted variables cause endogeneity; only those that generate spurious correlations between bilateral territory flow and bilateral trade flow do. For
instance, a country with plentiful good seaports tends to trade more with the rest of the world than other countries, but those seaports cause no identification
problem here unless they influence the geopolitical situation of the country with respect to some other countries.
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Table 6
Robustness IV — Different methods.

To address identification challenges, we implement four different identification strategies. The first strategy (henceforth, strategy
A) is to use ‘‘trade remoteness’’ of country 𝑖 and country 𝑗, respectively, to instrument their bilateral trade flow. Countries with
relatively worse trade cost conditions are referred to in the international trade literature as being remote from the rest of the
world. Such country-specific (rather than pair-specific) trade amenity can instrument the trade flow between two countries, as it is
correlated with bilateral trade flow but unrelated to bilateral non-trade relations such as territory flows.16

We follow Redding and Venables (2004) to construct inverse remoteness measures for the exporting side (aka., supply capacity or
SC) and the importing side (aka., market potential or MP). Specifically, we estimate a gravity equation using the trade flows among
countries during our sample period (1870 to 2008):

ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖𝑗 ,𝑡 = 𝜌 ln𝐷 𝑖𝑠𝑡𝑖𝑗 + 𝑆 𝐶𝑖,𝑡 +𝑀 𝑃𝑗 ,𝑡 + 𝜀𝑖𝑗 ,𝑡, (2)

where 𝐷 𝑖𝑠𝑡𝑖𝑗 is the bilateral distance between country 𝑖 and country 𝑗, 𝑆 𝐶𝑖,𝑡 and 𝑀 𝑃𝑗 ,𝑡 are the exporter-year and importer-year fixed
effects, respectively, and 𝜀𝑖𝑗 ,𝑡 is the error term. The estimated fixed effect 𝑆 𝐶𝑖,𝑡 is the supply capacity of the exporting country 𝑖
in year 𝑡, while the estimated fixed effect 𝑀 𝑃𝑗 ,𝑡 is the market potential of the importing country 𝑗 in year 𝑡. Intuitively, the two
estimated fixed effects capture, respectively, the export-side proximity to the rest of the world and the import-side proximity to the
rest of the world. They are expected to be related to the territory flow between the two countries solely through the trade flow
between them, and therefore are used in this study to instrument ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖𝑗 ,𝑡 in our 2SLS estimation.

Our second strategy (henceforth, strategy B) is to use the timing of containerization of country 𝑖 and country 𝑗, respectively, to
instrument their bilateral trade flow. The technology of containerization (i.e., sealing traded goods in standardized metal boxes for
transport) is a major factor contributing to the tremendous growth in international trade after WWII (Bernhofen et al., 2016). The use
of containers minimizes the costs of intermodal changes during freight transportation, such as from ships to rail, ships to trucks, rail
to trucks, and vice versa. Containerization also reduces the pilferage, damage, and theft that were common in the pre-container era of
international trade. Given the same transport equipment and infrastructure, containerization substantially improves port efficiency,
and the improvement is further compounded by national and global adoption of the technology. The diffusion of containerization
technology took more than half a century, beginning in the US and gradually expanding to the rest of the world, creating variations
for each country between its pre- and post-containerization periods.17 Specifically, we construct 𝐴𝐷𝑖,𝑡 as a dummy variable denoting
whether country 𝑖 has adopted containerization by year 𝑡, and 𝐴𝐷𝑗 ,𝑡 denoting that for country 𝑗 in year 𝑡. As civil transport cost

16 Similar instrument strategies have been used in Romer and Frankel (1999) and Hanson (2005).
17 Our data source is Appendix Table 3 of Bernhofen et al. (2016), which provides the years of 157 countries when they processed container cargo via port

or railway for the first time.

Journal of Economic Behavior and Organization 228 (2024) 106787 

10 



Y. Hu et al.

Table 7
Robustness V — Reversed trade flows.

shifters, 𝐴𝐷𝑖,𝑡 and 𝐴𝐷𝑗 ,𝑡 are expected to be correlated with territory flow only through the trade flow between the two countries,
and therefore are used to instrument ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖𝑗 ,𝑡 in our 2SLS estimation.

Our third strategy (henceforth, strategy C) is to use the accessibility of the Suez Canal and the Panama Canal to instrument the
trade between country 𝑖 and country 𝑗. The Suez Canal was opened in 1869 and closed between 1967 and 1975 due to the Six-Day
War. The Panama Canal was opened in 1920 and remained open through the end of our sample period except for a one-day closure
in 1989.18 Both canals greatly facilitated world trade (Hugot and Dajud, 2016; Feyrer, 2021). They might or might not be relevant
to the trade route between given country 𝑖 and country 𝑗, and if either canal was relevant to them, the relevance exists only if their
year 𝑡 (when the two countries exchanged territory) is after the opening of the canal and not a closure year thereof. Specifically,

18 The Panama Canal was opened in 1914, but was not fully opened to commercial traffic until 1920.
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Table 8
Robustness VI — Backward and forward trade flows.

Table 9
Robustness VII — With zero territory flows included.

we define 𝑆 𝑢𝑒𝑧𝑖𝑗 ,𝑡 (or 𝑃 𝑎𝑛𝑎𝑚𝑎𝑖𝑗 ,𝑡) such that it equals 1 if the shortest trade route between countries 𝑖 and 𝑗 is through the Suez
(or Panama) Canal and the canal was open in year 𝑡, and 0 otherwise.19 Since 𝑆 𝑢𝑒𝑧𝑖𝑗 ,𝑡 and 𝑃 𝑎𝑛𝑎𝑚𝑎𝑖𝑗 ,𝑡, resting on the shortest route
between the two countries and the opening or closure timing of the canals, is unlikely to influence the territory flow between the
two countries except through their trade flow, we use them to instrument ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖𝑗 ,𝑡 in our 2SLS estimation.

Our fourth strategy (henceforth, strategy D) is to use all the instruments employed in the three previous strategies. Needless to
say, the validity of this fourth instrumental strategy relies on the validity of the previous three. To demonstrate the relationship

19 We determine trade routes using the current and historical trade route maps in Rodrigue (2020).
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Fig. 4. Relevance of instruments to trade flows.
Notes. Upper Panel: Trade flows in natural logarithm are plotted against inverse remoteness measures (supply capacity and market potential). Remoteness measures
were estimated using a gravity model (see the text for details). Each dot represents an origin–destination-year pair. Quadratic predictions (with 95% confidence
intervals) are included as fitting curves. Middle Panel: Trade flows in natural logarithm are plotted against years before and after containerization. The year of
containerization is at the country level, and thus the left (right) plot considers each origin (destination) country as a country in question. Each dot represents a
country-year. Bottom Panel: The Suez (Panama) Canal is considered in the left (right) plot. Origin–destination-year level observations are divided into without
canal and with canal phases. Bilateral trade flow is compared between the two phases: solid bars represent ln(average trade flows), with 95% confidence intervals
marked as line segments at the top of the solid bars.

between the three instruments with trade flow, we plot ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖𝑗 ,𝑡 against each of them in Fig. 4. They all show positive
associations with trade flows, meeting the relevance condition of valid instruments. Later we will formally test those relevance
conditions. Since each instrumental strategy involves more than one instrument, the exclusion condition of our instruments can also
be formally tested (through testing overidentifying restrictions) as we report later.

The 2SLS results are reported in Table 10. Columns (1) and (2) in the table reproduce columns (1) and (2) of Table 2 (OLS
estimates) for the purpose of comparison. Their 2SLS counterparts are reported in columns (3) to (10), two at a time corresponding
to each instrumental strategy. Three observations are in order. First and foremost, the 2SLS regressions, as shown in Panel A,
produce results similar to the previous OLS results. This supports the causal interpretation of our previous OLS results. The 2SLS
coefficients appear to have greater magnitudes, although the differences remain within one standard error. In particular, we conduct
Durbin 𝜒2-test and Wu-Hausman test to detect endogeneity in the OLS results, and the test results, as shown in Panel B, do not find
statistically noticeable endogeneity. Intuitively, as the OLS results and the 2SLS results are close to each other, endogeneity does not
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Table 10
Correlation or causality: An investigation.

constitute a significant concern. Notice that these endogeneity tests rely on the validity of our instruments. We also test for weak
instruments (first stage 𝐹 -test) and exogeneity instruments (the Hansen 𝐽 -test for overidentification), the 𝑝-values from which reject
weak endogeneity and do not reject exogeneity in instruments under any of the four strategies, as reported in the rest of Panel B.

To conclude this section, does a larger trade flow cause a smaller territory flow? On the one hand, our statistical tests give
an affirmative answer. We follow frontline literature in international trade to address endogeneity in trade flows. The portion of
trade flows attributed to exogenous forces demonstrates a negative association with bilateral territory flows. The results reported
in Table 10 have reached the econometric criterion of today for identifying causality. We observe, practice, and trust this criterion.
On the other hand, we would like to be conservative in interpreting the causality. Our sample is retrospective, has a limited size,
and speaks to a political phenomenon at the global scale. No variation in our setting is as exogenous as lab- or field-controlled
experiments, or as exogenous as natural disasters that are uncontrollable but largely unaffected by human activities. Another caveat
we should be aware of is that trade flows can influence various macroeconomic and microeconomic aspects of the polities involved,
in known and unknown ways and through partial equilibrium and general equilibrium channels, and so can territory flows. In our
setting, all things considered, we find it fair to say that the correlation between trade flows and territory flows is more likely to be
driven by a causality going from trade flows to territory flows than by a causality in the other direction around or by a spurious
correlation.

5. Potential mechanism

The analysis presented in the previous sections shows that trade flows reduce the sizes of territorial exchanges. We attribute this
finding to the institutional role of borders. Borders, just like laws, norms, and values, define rules that govern how economic agents
interact with each other. Regardless of political regimes, economic agents, including producers, consumers, and governments, have
the geographical scope of their behaviors subject to national borders. Redefining sovereign boundaries, which produces territorial
exchanges, can rarely, if ever, serve the best of interests of all involved parities.20 In contrast, trading goods is nearly always

20 Even if two countries reach a territorial deal that seems mutually beneficial, one or the other (especially the territory-ceding country) may change their
views later. A prime example is the Russian sale of Alaska to the United States. The Russian attitude toward this deal has been largely negative since the Soviet
era (see Znamenski (2009) for a review).
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reciprocal between countries, serving the interests of all involved parties. Thus, countries with more trade linkages are expected to
seek non-territorial solutions. When alternative solutions are exhausted and countries must resort to a territorial exchange, countries
within a good trade relationship will keep the territorial exchange limited and restrained in order to preserve the relationship. In
our view, this is the mechanism through which trade flows reduce territory flows. In short, countries with large joint trade interests
seek to avoid large territorial exchanges.

It should be noted that the mechanism we speculate above is inspired by the political science literature rather than the economic
literature. Studies by political scientists, including Keohane (1984), Simmons (2005), Gavrilis (2008), and Schultz (2015), contend
that borders, as a unique type of international institutions, create the foundation for cooperation by reducing uncertainties. Implied
by their thesis, as we argue, countries trading heavily with each other, thus having more joint economic interests, avoid overhauling
existing borders and/or exchanging large pieces of territories. It may seem surprising that this incentive mechanism was not raised
by economists. But as economists, we recognize clearly the reason why economists have long sidestepped this issue: as explained in
Section 4, the identification concern is compelling. The frontline studies in empirical international trade helped us overcome some
of the identification challenges, even though we do not have a perfect cure for endogeneity.

Our pursuit of the potential mechanism goes beyond speculation. We next use contemporary trade flows and territory flows
between two countries to predict whether they will have at least a trade agreement by the end of our sample period:

P𝑖(𝑓 ),𝑗(𝑓 ),2008(having agreement) = 𝛷(𝜅1 ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡 + 𝜅2 ln 𝑇 𝑒𝑟𝑟𝑖𝐴𝑟𝑒𝑎𝑓 ,𝑡
+𝜅3 ln 𝑇 𝑟𝑎𝑑 𝑒𝐹 𝑙 𝑜𝑤𝑖(𝑓 ),𝑗(𝑓 ),𝑡 × ln 𝑇 𝑒𝑟𝑟𝑖𝐴𝑟𝑒𝑎𝑓 ,𝑡 +⋯), (3)

where P(⋅) denotes probability, 𝛷(⋅) represents a Probit model, and the ellipsis represents control variables (such as gravity factors)
and the error term. We hypothesize 𝜅2 < 0. That is, given a territory exchange, exchanging a smaller one is more conducive to signing
future trade agreements. The interaction term is added to absorb any interplay of the two forces in impacting future economic
cooperations–recall that the two flows, as two separate regressors here, are correlated as found earlier.

The results are reported in Table 11, where both preferential trade agreement (PTA) and free trade agreement (FTA) are
considered.21 As expected, larger territory flows reduce the probability of signing trade agreements in the future, indicating that they
may result in long-lasting disruptions in bilateral relations. In this sense, borders, and more generally sovereign boundaries, should
remain stable and secure. Redefining territorial sovereignty may be legitimate and even necessary under certain circumstances;
nonetheless, letting territories flow risks worsening the trajectories of economic cooperation across countries.

6. Independence

Territory flows in previous sections all have origin countries and destination countries. A unique type of territory flow occurs
when the lost territories become their own destination countries by declaring independence. The JSDG dataset records 156
independent countries over the 139 years, 150 of which have corresponding trade-flow data. These cases of independence were
excluded from the earlier sections and we now examine them as an extension of the previous study.22

Territories that declared independence often lacked economic data for an extended period after their independence. Such absence
of data affects the main regressor ln(TradeFlow) and control variables in the previous regression specification (1). To address this
issue, we modify the specification as follows: we consider the rest of the world as the corresponding destination. That is, when a
territory of an origin country becomes independent, the origin country conceptually loses that territory to the rest of the world.
Thus, ln(TradeFlow) is replaced by the total export of the origin country to the rest of the world. Destination population ln𝑃 𝑜𝑝𝑗(𝑓 ),𝑡
and bilateral distance ln𝐷 𝑖𝑠𝑡𝑖(𝑓 ),𝑗(𝑓 ) are no longer applicable.23 The national power controls are now differenced between the origin
countries and their respective rest of the world, accounting for the fact that an increase in national power of a country relative to
the contemporary world helps reduce the tendency of its domestic territories to seek independence.

The above modification to the previous regression specification naturally extends the reasoning discussed in earlier sections. In
cases of independence, the economic interests shared by the origin and destination countries take the form of exports by the origin
country. All else being equal, origin countries that are larger exporters have fewer territories seeking and allowed independence, as
such a break would possibly undermine, if not severely disrupt, the economic and political connections between the territories and
the origin countries.24 In other words, the spirit of the reciprocity explanation introduced earlier applies here as well, with the key
difference being that the destination was not a foreign country but a part of the origin country prior to the territorial change.

The results are presented in Table 12. It is clear that countries that export more to the rest of the world have smaller
territorial losses due to independence. The results suggest that territories in countries with higher trade volumes tend to be more
interdependent, making the idea of independence less appealing. In other words, the costs of losing access to the business network
and the domestic market can outweigh the perceived benefits of independence.

21 Our data source for trade agreements is Gurevich and Herman (2018). The trade agreement database is publicly available at https://www.usitc.gov/data/
gravity/dgd.htm. This database follows the WTO’s ‘‘Regional Trade Agreements Information System 2017’’ to define PTA as regional trade agreements recognized
by the WTO, and FTA as a group of customs zones where tariffs for all products are suspended for all members of the agreement.

22 The full list is provided in Appendix Table A2.
23 The population of the rest of the world is absorbed by the period-fixed effects.
24 Using post-WWII data, Head et al. (2010) find that trade between ex-colonies and their origin countries declined by about 65 percent in the decades

following independence, with trade between ex-sister colonies having a similar decline.
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Table 11
Mechanism.

Table 12
Independence.

7. Conclusions

For most, if not all, country pairs in the world, exchanging the ownership of merchandise is easier than exchanging the
sovereignty of territories. Goods are reciprocal to trade, whereas exchanging the sovereignty of territories rarely occurs in an
amicable and mutually beneficial way. We find that for countries involved in territorial exchanges in the last 139 years, bilateral
trade flows scale down bilateral territory flows. The exchange of a territory, even if it does not cause a feud, risks ruining a relation
that may bring joint gains in the future. This concern would outweigh interests in acquiring land and other territorial motives when
the trade relation with a partner is sufficiently important. In this respect, international trade enhances international security.
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We would like to note three limitations of our study. First, our results are based on country pairs that have territory flows. The
fact that the countries in our sample have territory flows simplifies the identification by ensuring that these countries explicitly
use and thus have no resistance against territorial solutions. Generalizing the study by expanding the sample to all country pairs
in the world is challenging and potentially problematic. We conducted a robustness check in this direction and reached similar
findings. Regardless, not all countries are interested in acquiring foreign territories, and we should not force them into that interest
by assuming they simply did not put their interest into action. This is our stance on the sampling issue, which inevitably and
admittedly penalizes our sample size.

Second, our findings are specific to our sample period. In our view, the relationship between territory flows and trade flows
evolves over time. For instance, during the peak of the colonial era prior to 1870, trade flows and territory flows might be
complements rather than substitutes. This complementarity could date back to pre-modern history, when raiding powers such as the
Vikings frequently engaged in both trade and conquests. Communal storage is known to be one reason why early human societies
developed into territorial states, with stored goods that could be consumed, traded, or seized. The further back we look in history,
the more likely we are to find different results from those reported here. Our data cover only a very recent portion of modern
history, which should be considered when attempting to generalize the findings from this study.

Third, our data sources contain no information about human activities related to the exchanged territories. Losing inhabited
territories might be detrimental to both the political foundation and economic performance of a country. Most exchanged territories
in our sample are small, such that those material losses are arguably small. Nonetheless, small territories may have critical economic
value (e.g., areas of mining, quarrying, and oil and gas extraction) and political value (e.g., strategic locations for military defense).
This study focuses on the ‘‘exchangers’’ rather than the ‘‘exchangees’’. We hope richer information on the exchanged territories, to
be made available by economic historians and political scientists, will allow us to pursue that research direction in the future.
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