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a b s t r a c t

We re-evaluate the theory, experimental design and econometrics behind claims that

individuals exhibit non-constant discounting behavior. Theory points to the importance of

controlling for the non-linearity of the utility function of individuals, since the discount

rate is defined over time-dated utility flows and not flows of money. It also points to a

menagerie of functional forms to characterize different types of non-constant discounting

behavior. The implied experimental design calls for individuals to undertake several tasks

to allow us to identify these models, and to several treatments such as multiple horizons

and the effect of allowing for a front end delay on earlier payments. The implied

econometrics calls for structural estimation of th`e theoretical models, allowing for joint

estimation of utility functions and discounting functions. Using data collected from a

representative sample of 413 adult Danes in 2009, we draw surprising conclusions.

Assuming an exponential discounting model we estimate discount rates to be 9% on

average. We find no evidence to support quasi-hyperbolic discounting or “fixed cost”

discounting, and only modest evidence to support other specifications of non-constant

discounting. Furthermore, the evidence for non-constant discounting, while statistically

significant, is not economically significant in terms of the size of the estimated discount

rates. We undertake extensive robustness checks on these findings, including a detailed

review of the previous, comparable literature.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Different assumptions about individual discounting behavior generate significant differences in the understanding

of behavior in a wide range of settings. Theorists from economics and psychology have now offered a wide range of

specifications of discounting functions that match a priori criteria, anecdotal empirical evidence, and in some cases rigorous

empirical testing. We offer a systematic and structural evaluation of most of the major alternatives.
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Our approach is structural in the sense that we design experiments that allow us to jointly estimate the utility function

and discounting function that individuals are assumed to use to make observed choices. We also allow for decisions to be

made over shorter horizons and longer horizons, and with or without a “front end delay” on the earliest option. One of the

most interesting features of the alternative specifications is the manner in which they allow short-term discounting

behavior to vary, in a sense to be made clear, from longer-term behavior. Many of the earlier generation of specifications,

such as the exponential, hyperbolic and quasi-hyperbolic discounting models, constrained these behaviors in ways that later

specifications relax. But many of these extensions have not been evaluated in the same setting as the traditional models, nor

have they been evaluated in a manner that allows several discounting models to characterize the population.

Our approach is systematic in the sense that we consider a wide range of discounting functions that characterize

different aspects of the decision-making process. We do not constrain the range of discounting functions that we evaluate

based on a posteriori inferences from other experiments or hypothetical surveys. Although this methodological approach

has been productive by generating a wide range of flexible functional forms, we want to avoid it because it requires that

one accepts every empirical inference that is used to characterize the discounting function. We do not believe that the

behavioral landscape is as settled as some would claim, or that every such inference is well-founded in experiments that

meet the usual standards of experimental economics. Our approach is to consider a range of discounting functions that span

the main alternatives, and for reasons that are broadly appealing on a priori grounds.

In Section 2 we review the alternative theoretical models that have been proposed, and settle on a list of major

exemplars of the different types of models. We assume expected utility theory (EUT) for this initial purpose, and we

consider alternatives as a robustness check later.1 In Section 3 we use these theoretical structures to guide the design of a

series of experiments that will allow us to identify the core parameters of the latent structural models. We also discuss our

specific experiments, conducted throughout Denmark in 2009 using a representative sample of the adult Danish population.

In Section 4 we review the econometric models used to estimate the core parameters of the models. We also explain how

finite mixture models can be used to evaluate the heterogeneity of discounting behavior in the population. Section 5

contains basic results, and explores variations in some of the maintained assumptions of our basic results.

Our results are clear, and surprising. We find no support for quasi-hyperbolic specifications. We do find evidence in favor

of flexible hyperbolic specifications and other non-standard specifications, but with modest variations in discount rates

compared to those often assumed. We find that a significant portion of the Danish population uses exponential discounting,

even if it is not the single model that best explains observed behavior.

Given the contrary nature of our findings, in terms of the received empirical wisdom, Section 6 contains a systematic

cataloguing of the samples, experimental procedures, and econometric procedures of the evidence for quasi-hyperbolic and

non-constant discounting. We conclude that the evidence needed reconsideration.

One important robustness check is to see if the lack of support for the quasi-hyperbolic model is attributable to our

population being the entire adult Danish population, rather than university students. Although it is apparent that the wider

population is typically of greater interest, virtually all prior experimental evidence that we give credence to comes from

convenience samples of university students. We find that there is indeed a difference in the elicited discount rates with

(Danish) university students, but that they do not exhibit statistically significant evidence of declining discount rates. The

size of the discount rates for shorter time horizons is greater than that of the general population, but much smaller than the

received wisdom suggests.

2. Theory

We define the discount factor for a given horizon τ to be the scalar D that equates the utility of a smaller level of income y

received at time t with a larger level of income Y received at time tþτ, for some utility function U( � ), yoY, and given

amounts y and Y. We assume that the same utility function is used to evaluate income at time t and income at time tþτ; we

discuss this assumption later. This general definition of D permits the special case, much studied in the experimental

literature, in which U( � ) is linear. The non-linear case is of great empirical significance for inferences about discount rates, as

demonstrated by Andersen, Harrison, Lau and Rutström (AHLR) (Andersen et al., 2008a). There is nothing in this definition

of the discount factor that restricts us to EUT, and indeed non-EUT specifications are considered later. We define utility over

income and not directly over consumption flows or wealth, and discuss the implications of that specification later.

The discount factor for the exponential (E) specification is defined as

DEðtÞ ¼ 1=ð1þδÞt ð1Þ

for tZ0, and where the discount rate d is simply dE(t)¼δ. Although these characterizations are abstract, we view the

discount rate on an annualized basis throughout. The key feature of this model, of course, is that the discount rate is a

constant over time. The percentage rate at which utility today and utility tomorrow is discounted is exactly the same as the

rate at which utility in 7 days and utility in 8 days is discounted. The debate over climate change has reminded us all that,

1 The logic of our approach applies to non-EUT models, since all we require is some measure of the concavity of the utility function. Those measures

might be expected to be quantitatively different under EUT and non-EUT models, but our approach is quite general as a matter of theory.
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with this specification, even small discount rates can lead to very low weight being placed on longer-term future

consequences.

The discount factor for the quasi-hyperbolic (QH) specification is defined as

DQHðtÞ ¼ 1 if t ¼ 0 ð2aÞ

DQHðtÞ ¼ β=ð1þδÞt if t40 ð2bÞ

where βo1 implies quasi-hyperbolic discounting and β¼1 is exponential discounting. Although the δ in (2b) may be

estimated to be a different value than the δ in (1), or other specifications below, we use the same notation to allow

comparability of functional forms. The defining characteristic of the QH specification is that the discount factor has a jump

discontinuity at t¼0, and it is thereafter exactly the same as the E specification. The discount rate for the QH specification is

the value of dQH(t) that solves DQH(t)¼1/(1þdQH)t, so it is dQH(t)¼[β/(1þδ)t](�1/t)�1 for t40. Thus for βo1 we observe a

sharply declining discount rate in the very short run, and then the discount rate asymptotes towards δ as the effect of the

initial drop in the discount factor diminishes. The drop 1�β can be viewed as a fixed utility cost of discounting anything

relative to the present, since it does not vary with the horizon t once t40. The QH specification was introduced by Phelps

and Pollak (1968) for a social planning problem, and applied to model individual behavior by Elster (1979; p. 71) and then

Laibson (1997).

There are alternative ways to think of the fixed cost of discounting. Instead of thinking of the fixed cost as a percentage

of the principal, one could think of it as a fixed monetary amount. The discount factor for the resulting Fixed Cost (FC)

specification (Benhabib et al., 2010) is

DFCðtÞ ¼ 1 if t ¼ 0 ð3aÞ

DFCðtÞ ¼ β½1�ð1�θÞδt�ð1=ð1�θÞÞ�ðb=ytÞ if t40 ð3bÞ

where βo1 indicates that there is a quasi-hyperbolic component to discounting, b40 indicates that there is a fixed

monetary cost component to discounting, and θ allows a wide range of discounting functions since θ¼1 (with β¼1 and

b¼0) implies exponential discounting, and θ¼2 (with β¼1 and b¼0) implies a form of hyperbolic discounting. The

discount rate for the FC specification is dFC(t)¼[β(1�(1�θ)δt)(1/(1�θ))�(b/yt)]
(�1/t)�1 for t40.

There have been whole families of “hyperbolic” specifications of the discounting function. The simplest specification

assumes a discount factor given by DH1(t)¼1/twith discount rates dH1(t)¼t(1/t)�1. The H1 specification was proposed in this

manner by Ainslie (1975; p. 472, Fig. 3). A slight generalization is

DH2ðtÞ ¼ 1=ð1þKtÞ ð4Þ

for some parameter K, with discount rates dH2(t)¼(1þKt)(1/t)�1, proposed by Mazur (1984; p. 427). Skipping over several

additional variants documented in Appendix D (available online), a final hyperbolic generalization due to Loewenstein and

Prelec (1992; p. 580) is

DH5ðtÞ ¼ ½1=ð1þαtÞðβ=αÞ� ð5Þ

for α, β40, and with discount rates dH5(t)¼(1þαt)(
β/αt)�1.

A flexible specification is based on the Weibull (W) distribution from statistics,2 and is defined as

DW ðtÞ ¼ expð�ŕtð1=śÞÞ ð6Þ

for ŕ40 and ś40. For ś¼1 this collapses to the E specification, and hence the parameter ś can be viewed as reflecting

the “slowing down” or “speeding up” of time as perceived by the individual. This specification is due to Read (2001; p. 25,

Eq. (16)), although he noted (p. 25, Eq. (15)) that the same point about time perception was implicit in the earlier hyperbolic

generalization (5).3 The discount rate at time t in this specification is then dW(t)¼exp(ŕt(1�ś)/ś)�1.

For all of the formal specifications, there are some major themes that differentiate discounting models. For our purposes

we want to focus on the exemplars of each approach, to avoid distraction with the specifics of each formulation. Obviously

the E model (1) should be included as a benchmark, and the QH model (2a) and (2b) because of its popularity in behavioral

economics. For the same reason, the FC model (3a) and (3b) should be considered. Within the family of “smooth” non-

constant discounting models, (4) and (5) are canonical in psychology, and the W specification (6) is attractive and flexible.

2 Any probability density function f(t) defined on [0, 1) can form the basis of a discounting function by taking the integral of f(t) between t and 1.
3 The W specification is the same as the simple functional form proposed in Prelec (2004; p. 526) and applied in Ebert and Prelec (2007; p. 1424ff.) and

Andersen et al. (2008a; p. 607).
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3. Experiments

There are several critical components of experimental procedures that need to be addressed when eliciting choices

over time-dated monetary flows. Some are behavioral, and some are theory-driven. These components guide the specific

experimental design we developed.

3.1. Essential characteristics of the experiments

The first consideration is the importance of the tradeoffs being presented in a transparent manner to subjects, rather

than as a jumble of different principal amounts, horizons, front end delays, and implied interest rates. The “multiple price

list” procedure for discount rate choices that was proposed by Coller and Williams (1999) is an important advance here.

In this procedure the individual gets to choose between a list of options that provide a principal at some sooner date, and a

larger amount of money at some future date. The list is ordered in increasing order of the larger amounts of money, to make

it easy for the individual to see the tradeoffs. The intuitive aspect of this presentation is that no subject would be expected to

defer payment for the first rows, where the implied return is negligible, but that every subject might be expected to defer in

the last rows, where the implied return is large. Of course, “negligible” and “large” are in the eyes of the decision-maker, but

annualized interest rates of less than a percentage point or more than 100 percentage points would be expected to generally

fit the bill.

The second consideration, and related to the need to provide a cognitively transparent task, is the provision of annualized

interest rates implied by each alternative. In many countries such rates are required to be provided as part of a regulatory

requirement for most consumer loans, but one might also provide them in order to avoid testing hypotheses about whether

individuals can calculate them concurrently with the effort to elicit their preferences. On the other hand, there are many

settings in which real decisions with real consequences in the future do not enjoy the cognitive benefit of having implied

annualized rates displayed clearly: for example, decisions to smoke, eat bad foods, engage in unsafe sex, have children, get

married or divorced, and so on. Again following Coller and Williams (1999), we evaluate the provision of annualized interest

rates as a treatment and study its effect on decisions.

The third component is to control for the credibility of payment. This is addressed in large part by using payment

procedures that are familiar and credible, and wherever possible by adding some formal legality to the contract between

experimenter and subject to pay funds in the future. Coller and Williams (1999) and Coller et al. (2012) used promises to

pay by a permanent faculty member that had been legally notarized; Harrison et al. (2002) and Andersen et al. (2008a)

conducted experiments under the auspices, and actual letterhead, of a recognized government agency. One device for

controlling for credibility, albeit at some cost in terms of identifying certain discounting models, is to employ a front end

delay on the sooner and later payments: one argument for this procedure is to equalize the credibility of future payment for

the two dated payments used to infer discount rates.4 On the other hand, some would argue that the credibility of payment

is one component of the “passion for the present” that generates non-constant discounting behavior, and that it should not

be neutered by the use of a front end delay. Moreover, and critical for the present design, if the non-constancy occurs

primarily within the front end delay horizon, then one might incorrectly infer constant discounting simply because the

design “skipped over it.” In our design we therefore want to consider as a treatment the use of a front end delay or not.5 For

the front end delay choices, both the initial and the final rewards were shifted forward by 30 days.

The fourth component is to control for the utility of time-dated monetary flows. All experimental designs prior to

Andersen et al. (2008a) assumed that utility was linear in experimental income, and defined discount rates in terms of

monetary flows instead of utility flows. This assumption had been clearly recognized earlier, such as in Keller and Strazzera

(2002, p. 148) and Frederick et al. (2002, p. 381ff.), but the quantitative importance for inferred discount rates not

appreciated. A direct application of Jensen's Inequality shows that a more concave utility function must lower inferred

discount rates for given choices between the two monetary options. The only issue for experimental design then is how to

estimate or induce the non-linear utility function. The approach of Andersen et al. (2008a) was to have one experimental

task to identify the utility function, another task to identify the discount rate conditional on knowing the utility function,

and jointly estimate the structural model defined over the parameters of the utility function and discount rate. Thus the

general principle is a recursive design, combined with joint estimation of all structural parameters so that uncertainty about

the parameters defining the utility function propagates in a “full information” sense into the uncertainty about the

parameters defining the discount function. Intuitively, if the experimenter only has a vague notion of what U( � ) is, then one

cannot make precise inferences about D.6

4 Another argument is that many choices over time naturally have a front end delay. Hence the front end delay is not as artefactual a procedure as one

might think.
5 Discounting choices without a front end delay allow identification of the β-parameter in the QH specification (2b). If the “passion for the present” is

shorter than the front end delay then β is simply equal to 1. One could also use several different front end delays to help identify the QH specification in

comparison with smoothly hyperbolic specifications.
6 It is possible to design experimental procedures that do not require two or more experimental tasks, and embed the identification of the utility

function into one task. In the case of discount rates, examples include Andreoni and Sprenger (2012a) and Laury et al. (2012). We discuss each in detail in

Appendix D (available online).
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To see the formal role of allowing for a concave utility function, assume EUT holds for choices over risky alternatives and

that discounting is exponential. A subject is indifferent between two income options Mt and Mtþτ
if and only if

ð1=ð1þδÞtÞUðωþMtÞþð1=ð1þδÞtþ τÞUðωÞ ¼ ð1=ð1þδÞtÞUðωÞþð1=ð1þδÞtþτÞUðωþMtþτÞ ð7Þ

where U(ωþMt) is the utility of monetary outcome Mt for delivery at time t plus some measure of background consumption

ω, δ is the discount rate, τ is the horizon for delivery of the later monetary outcome at time tþτ, and the utility function U is

separable and stationary over time. The left hand side of Eq. (7) is the sum of the discounted utilities of receiving the

monetary outcome Mt at time t (in addition to background consumption) and receiving nothing extra at time tþτ, and
the right hand side is the sum of the discounted utilities of receiving nothing over background consumption at time t and

the outcome Mtþτ (plus background consumption) at time tþτ. Thus (7) is an indifference condition and δ is the discount

rate that equalizes the present value of the utility of the two monetary outcomes Mt and Mtþτ, after integration with an

appropriate level of background consumption ω. This expression also makes it clear why one needs to evaluate alternative

assumptions about the level of background consumption: higher ω values increase the value of the argument of the utility

function, which would lead one to expect to infer more concave utility from observed risk choices, and thus lower discount

rates. We consider the effect of assuming smaller values for ω, to check if that allows more “room” for discount rates to vary

with the time horizon.7

The existing literature suggests that the front end delay and the correction for non-linear utility are the most significant

treatments in terms of their quantitative impact on elicited discount rates. Coller and Williams (1999) were the first to

demonstrate the effect of a front end delay; their estimates show a drop in elicited discount rates over money of just over 30

percentage points from an average 71% with no front end delay.8 Using the same experimental and econometric methods,

and with all choices having a front end delay, Harrison et al. (2002) estimated average discount rates over money of 28.1%

for the adult Danish population. Andersen et al. (2008a) were the first to demonstrate the effect of correcting for non-linear

utility; their estimates show a drop in elicited discount rates of 15.1 percentage points from a discount rate over money of

25.2%. These results would lead us to expect discount rates around 10% with a front end delay, with a significantly higher

rate when there is no front end delay.

3.2. The experimental design

Subjects are presented with two tasks. The first task identifies individual discount rates, and the second task identifies a-

temporal risk attitudes. We use tasks with real monetary incentives. Observed choices from both tasks are then used to

jointly estimate structural models of the discounting function defined over utility of income and background consumption.

A list of parameter values for all choices is presented in Appendix A (available online).

3.2.1. Individual discount rates

Individual discount rates are examined by asking subjects to make a series of choices over two certain outcomes that

differ in terms of when they will be received. For example, one option can be 1000 kroner in 30 days, and another option can

be 1100 kroner in 90 days. If the subject picks the earlier option we can infer that their monetary discount rate is above 10%

for 60 days, starting in 30 days, and if the subject picks the later option we can infer that their monetary discount rate is

below 10% for that horizon and start date. By varying the amount of the later option we can identify the discount rate of the

individual, conditional on knowing the utility of those amounts to this individual. One can also vary the time horizon to

identify the discount rate function, and of course one can vary the front end delay. This method has been widely employed

in the United States (e.g., Coller and Williams, 1999), Denmark (e.g., Harrison et al., 2002), Canada (e.g., Eckel et al., 2005),

and Germany (e.g., Dohmen et al., 2010).

We ask subjects to evaluate choices over several time horizons. We consider time horizons between 2 weeks and 1 year.

Each subject is presented with choices over four time horizons, and those horizons are drawn at random, without

replacement, from a set of thirteen possible horizons (2 weeks, and 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11 and 12 months). This design

will allow us to obtain a smooth characterization of the discount rate function across the sample for horizons up to one year.

We also over-sampled the first three horizons, since this very short-term is clearly of great significance for the alternative

specification. Hence each subject was twice as likely to get a horizon of 2 weeks, 1 month or 2 months as any of the later

horizons.9

We also varied the time delay to the early payment option on a between-subjects basis: roughly half of the sample had

no front end delay, and the other half had a 30-day front end delay. It would be possible to consider more variations in the

front end delay, but we wanted to keep the treatment as simple as possible before examining the tradeoff. Similarly, we

varied the provision of implied interest rates for each choice on a between-subjects basis, and independently of the front

7 More generally one should consider the manner in which one characterizes the degree of asset integration between net wealth outside the laboratory

tasks and the prizes offered within the laboratory. We discuss this issue in Section 6.
8 The statistical significance of the front end delay is actually not clear from their results (Table 5, p. 120), in part due to 22 subjects being dropped from

their sample of 199 due to missing data on one variable. However, this result is readily demonstrated with their data. Appendix B (available online)

contains our re-estimation of the “interval regression” statistical model they use with their complete data set.
9 The shorter horizons were each chosen with probability 2/16¼0.125, compared to the 1/16¼0.0625 probability for each of the others.
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end delay treatment. We also varied the order in which the time horizon was presented to the subject: either in ascending

order or descending order.

Another treatment, inspired by the intuitive notion from Benhabib et al. (2010) that individuals might require a fixed

monetary cost in order to delay receipt of income, is to vary the principal. The import of the “fixed cost” idea, in contrast to

the notion from the QH specification that individuals require a fixed fraction of the principal to delay receipt of income, is

that one should observe less “hyperbolicky” discounting as the principal gets larger and larger. Hence the non-constant

discounting from a fixed monetary cost should vanish as the principal gets larger, in contrast to the QH specification. We

employ two levels of the principal on a between-subjects basis (1500 and 3000 kroner), again to assess the significance of

the hypothesized fixed monetary cost of delay.

These four treatments, the front end delay, information on implied interest rates, the level of the principal, and the order

of presentation of the horizon, gives a 2�2�2�2 design. The subjects were assigned at random to any one particular

combination of treatments, and the sample is roughly split across the 16 treatments.

It is easy to see that this design allows behavior that is inconsistent with the E discounting specification. Assume that the

subject is risk neutral, and switches within the “interior” of the choice options we present (see Table A2). Then a maximally

non-E choice pattern would be to switch between options that offer 45% and 50% in terms of Annual Effective Rates (AER)

for the two-week horizon, and between options that offer 5% and 10% in AER for the 1 month and longer horizons. This

immediately implies a sharp drop in discount rates with horizon, consistent with the QH specification. A smooth drop in

implied discount rates would be more consistent with the “smooth hyperbolic” specifications than the QH specification. But

there is nothing in our design that biases behavior towards finding E discounting. In this respect, the most significant

treatment is the front end delay. If the discounting choices always have a front end delay, as in Harrison et al. (2002) and

Andersen et al. (2008a), one can always claim that evidence in favor of E discounting is found because all of the non-

constant discounting occurs before the front end delay, as noted earlier. Addressing this concern is precisely why we have

some choices that do not have any front end delay.

3.2.2. Risk attitudes

Risk attitudes were evaluated by asking subjects to make a series of choices over outcomes that involve some

uncertainty. To be clear, risk attitudes are elicited here simply as a convenient vehicle to estimate the non-linear utility

function of the individual. The theoretical requirement, from the definition of a discount factor, is for us to know the utility

function over income if we are to correctly infer the discount rate the individual used. The discount rate choices described

above are not defined over lotteries.

We assume that the utility function is stable over time and is perceived ex ante to be stable over time. Direct evidence for

the former proposition is provided by Andersen et al. (2008b), who examine the temporal stability of risk attitudes in the

Danish population. The second proposition is a more delicate matter. Even if utility functions are stable over time, they may

not be subjectively perceived to be, and that is what matters for us to assume that it is the same utility function that appears

in the definition of the discount factor. When there is no front end delay, this assumption is immediate for the smaller-

sooner amount y, but not otherwise. Whether or not individuals suffer from a “projection bias” is a deep matter, demanding

more research: see Ainslie (1992; p. 144–179, Section 6.3), Kirby and Guastello (2001) and Loewenstein et al. (2003).

We also assume that the same utility function that governs decisions over risky alternatives is the one that is used to

evaluate time-discounted choices. This assumption has been criticized recently, and we take up those issues in Section 7.

Our design poses a series of binary lottery choices. For example, lottery A might give the individual a 50–50 chance of

receiving 1600 kroner or 2000 kroner to be paid today, and lottery B might have a 50–50 chance of receiving 3850 kroner or

100 kroner today. The subject picks A or B. One series of 10 choices would offer these prize sets with probabilities on the

high prize in each lottery starting at 0.1, then increasing by 0.1 until the last choice is between two certain amounts of

money. In fact, these illustrative parameters and design were developed by Holt and Laury (2002) to elicit risk attitudes in

the United States, and have been widely employed. Their experimental procedures provided a decision sheet with all 10

choices arrayed in an ordered manner on the same sheet; we instead used the procedures of Hey and Orme (1994), and

presented each choice to the subject as a “pie chart” showing prizes and probabilities. We gave subjects 40 choices, in four

sets of 10 with the same prizes. The prize sets employed are as follows: [A1: 2000 and 1600; B1: 3850 and 100], [A2: 1125

and 750; B2: 2000 and 250], [A3: 1000 and 875; B3: 2000 and 75] and [A4: 2250 and 1000; B4: 4500 and 50]. The order of

these four sets was random for each subject, but within each set the choices were presented in an ordered manner, with

increments of the high prize probability of 0.1.

The typical findings from lottery choice experiments of this kind are that individuals are generally averse to risk, and that

there is considerable heterogeneity in risk attitudes across subjects: see Harrison and Rutström (2008a) for an extensive

review. Much of that heterogeneity is correlated with observable characteristics, such as age and education level (Harrison

et al., 2007).

3.3. The experiments

Between September 28 and October 22, 2009, we conducted experiments with 413 Danes. The sample was drawn to be

representative of the adult population as of January 1, 2009, using sampling procedures that are virtually identical to those
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documented at length in Harrison et al. (2005). We received a random sample of the population aged between 18 and 75,

inclusive, from the Danish Civil Registration Office, stratified the sample by geographic area, and sent out 1969 invitations.10

With a sample of 413, on average 25.8 subjects were assigned to each of the 16 treatments for the discounting tasks. We

did not develop this experimental design to estimate models at the level of the individual subject or treatment condition,

although obviously we will control for these factors.

Our experiments were all conducted in hotel meeting rooms around Denmark, so that travel logistics for the sample

would be minimized. Various times of day were also offered to subjects, to facilitate a broad mix of attendance. The largest

session had 15 subjects, but most had fewer. The procedures were standard: Appendix A (available online) documents an

English translation of the instructions, and shows typical screen displays. Subjects were given written instructions, which

were also read out, and then made choices in a trainer task for tiny non-monetary rewards. The trainer task was “played

out,” so that the full set of consequences of each choice was clear. All interactions were by computer. The order of the block

of discount rate tasks and the block of risk attitudes tasks was randomized for each session. After all choices had been made

the subject was asked a series of standard socio-demographic questions.

There were 40 discounting choices and 40 risk attitude choices, and each subject had a 10% chance of being paid for one

choice on each block. Average payments on the first block were 201 kroner (although some were for deferred receipt) and

on the second block the average was 242 kroner, for a combined average of 443 kroner. The exchange rate at the time was

close to 5 kroner per U.S. dollar, so earnings averaged $91 per 2 two-hour session for these two tasks. Subjects were also

paid a 300 kroner or 500 kroner fixed show-up fee, plus earnings from subsequent tasks.11 For payments to be made in the

future, the following language explained the procedures:

You will receive the money on the date stated in your preferred option. If you receive some money today, then it is

paid out at the end of the experiment. If you receive some money to be paid in the future, then it is transferred to your

personal bank account on the specified date. In that case you will receive a written confirmation from Copenhagen

Business School which guarantees that the money is reserved on an account at Danske Bank. You can send this

document to Danske Bank in a prepaid envelope, and the bank will transfer the money to your account on the

specified date.

Payments by way of bank transfer are common in Denmark, Copenhagen Business School is well-known in Denmark, and

Danske Bank is the largest financial enterprise in Denmark as measured by total assets.

4. Econometrics

Our objective is to evaluate alternative discounting functions reviewed in Section 2. The approach we adopt is direct

estimation by maximum likelihood of a structural model of the latent choice process in which the core parameters defining

risk attitudes and discounting behavior can be estimated. The approach is an extension of the full-information maximum

likelihood specification used in Andersen et al. (2008a), of course with modifications for the specification of alternative

discounting functions.12 We review the inferential logic for estimating risk attitudes and discounting behavior and detailed

specifications in Appendix E (available online).

5. Results

We first examine the core estimates assuming that the treatments had no effect, and then consider what conclusions

change when we consider the treatments. Numerous robustness checks to the econometric specifications are also considered.

5.1. Initial estimates

Table 1 reports maximum likelihood estimates of the main discounting functions. Underlying each of these sets of

estimates are models of the non-linear utility function using a constant relative risk aversion (CRRA) specification, as well as

10 That recruiting sample of 1969 subjects was drawn by us from a random sample of 50,000 adult Danes obtained from the Danish Civil Registration

Office, which includes information on sex, age, residential location, marital status, and whether the individual is an immigrant. At a broad level our final

sample is representative of the population: the sample of 50,000 subjects had an average age of 49.8, 50.1% of them were married, and 50.7% were female;

our final sample of 413 subjects had an average age of 48.7, 56.5% of them were married, and 48.2% were female.
11 An extra show-up fee of 200 kroner was paid to 35 subjects who had received invitations stating 300 kroner, but then received a final reminder that

accidentally stated 500 kroner. The additional tasks earned subjects an average of 659 kroner, so total earnings from choices made in the session averaged

1102 kroner, or roughly $221, in addition to the fixed fee of $60 or $100.
12 Andersen et al. (2008a) estimate a structural version of the dual-self model of “impulse control” developed by Fudenberg and Levine (2006), in

which income from the experimental task is integrated into other extra-experimental income and wealth. They assume that income from the tasks that pay

out on the day of the experiment is spent in one day, and income from the discount rate tasks that pay out in the future is spent in λZ1 days. The structural

model is estimated from choice behavior in 2003 by a sample of adult Danes. The results show that the fit of the model is maximized when λ¼1, when

income from both tasks are spent over the same period of time, one day. So this extended specification provides direct support for our current specification,

from a sample drawn from the same population 6 years earlier.
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the behavioral error parameters13 and an assumed background consumption value.14 The point estimate for relative risk

aversion is robustly estimated to be 0.65 with a standard error of 0.038, and a 95% confidence interval between 0.58 and

0.73. This is completely consistent with previous findings, and of course implies a concave utility function. To check

the validity of the CRRA specification, we followed Harrison et al. (2007) and estimated the more general Expo-Power

specification. We could not reject the assumption of CRRA over the domain of prizes, although there was some evidence for

very slightly decreasing RRA over that domain.

The estimates in Table 1 show robust evidence of almost-constant discounting. There will be statistically significant

evidence of non-constant discounting in some specifications, but nothing that is as dramatic in terms of economic

significance as the conventional wisdom might suggest. In other specifications, there might be evidence of non-constant

discounting in point estimates, but not when one allows for the statistical uncertainty of the estimates. It is not appropriate,

of course, to draw inferences from point estimates without considering their statistical precision.

The exponential discounting model indicates a discount rate of 8.9%, where all discount rates will be presented on an

annualized basis. The 95% confidence interval for this estimate is between 7.4% and 10.4%, so this is slightly lower than the

10.1% reported by Andersen et al. (2008a) for the same population in 2003. For comparison, the exponential discounting

model assuming a linear utility function implies an 18.3% discount rate, with a 95% confidence interval between 15.5% and

21.2%, so this is lower than the estimate reported in Andersen et al. (2008a) (25.2%, with a 95% confidence interval between

22.8% and 27.6%). We again conclude that correcting for the non-linearity of the utility function makes a significant

quantitative difference to estimated discount rates.

The most striking finding from Table 1, for us, is that there is no quasi-hyperbolic discounting. The key parameter, β, is not
statistically or economically significantly different from 1, and the parameter δ is close to the estimate of δ from the

Table 1

Maximum likelihood estimates of discounting models.

Parameter Point estimate Standard error p-value 95% Confidence interval

A. Exponential discounting (LL¼�18599.6; Eq. (1))

δ 0.089 0.008 o0.001 0.074 0.104

r 0.651 0.038 o0.001 0.576 0.726

B. Quasi-hyperbolic discounting (LL¼�18596.3; Eqs. (2a) and (2b))

β 1.003 0.005 o0.001 0.992 1.014

δ 0.073 0.007 o0.001 0.060 0.087

r 0.651 0.038 o0.001 0.577 0.726

H0: β¼1, p-value¼0.55

C. Fixed cost hyperbolic discounting (LL¼�18579.4; Eqs. (3a) and (3b))

θ 14.353 7.041 0.042 0.552 28.152

β 1.005 0.017 o0.001 0.971 1.038

δ 0.164 0.070 0.018 0.028 0.300

b �0.014 0.037 0.711 �0.086 0.059

r 0.651 0.038 o0.001 0.577 0.725

H0: β¼1, p-value¼0.75; H0: β¼1 and b¼0, p-value¼0.41

D. Simple hyperbolic discounting (LL¼�18598.3; Eq. (4))

K 0.089 0.007 o0.001 0.073 0.103

r 0.651 0.038 o0.001 0.576 0.726

E. General hyperbolic discounting (LL¼�18596.0; Eq. (5))

α 0.497 0.653 0.446 �0.783 1.778

β 0.102 0.024 o0.001 0.055 0.149

r 0.651 0.038 o0.001 0.576 0.726

F. Weibull discounting (LL¼�18599.0; Eq. (6))

ŕ 0.085 0.007 o0.001 0.071 0.097

ś 1.048 0.140 o0.001 0.777 1.318

r 0.651 0.038 o0.001 0.576 0.726

H0: ś¼1, p-value¼0.73

13 The CRRA specification we use is U(Mþω)(1�r)/(1�r) for ra1, where r is the CRRA coefficient. With this functional form r¼0 denotes risk neutral

behavior, r40 denotes risk aversion, and ro0 denotes risk seeking behavior. We use a Fechner stochastic error term in our statistical models, instead of

the Luce specification that we used in Andersen et al. (2008a), for greater numerical stability if rE1.
14 The background consumption parameter ω is set exogenously: using data from the household expenditure survey at Statistics Denmark, Andersen

et al. (2008a; p. 600, Appendix D) calculate per capita consumption of private nondurable goods on an average daily basis as being equal to 118 kroner in

2003. Andersen et al., 2008a; p. 602) show that estimates of discount rates are robust to variations ofω between 50 and 200 kroner. We adjust that amount

for inflation to the time of our experiments, and assume ω¼130 kroner.
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Exponential discounting model. The p-value on a test of the hypothesis that β¼1 has value 0.55, although the 95%

confidence interval for β is enough to see that it is not significantly different from 1.

We also see from panel C of Table 1 that the rejection of the QH specification is not due to there being a different kind of

fixed cost to discounting. We reject the hypothesis from the Fixed Cost discounting models (3a) and (3b) that βo1, as one

might expect from panel B, but we also find no evidence that b40. Furthermore, we cannot reject the joint hypothesis that

β¼1 and b¼0, with a p-value of 0.41.15 Because θ41 there is some evidence for hyperbolic discounting, but the statistical

significance is very slight. Assuming β¼1 and b¼0, we estimate θ to be 5.88 with a standard error of 5.33, and one cannot

reject the hypothesis with such a standard error that θ¼1 (p-value of 0.36). In effect, with β¼1 and b¼0 this model has

collapsed to a Simple Hyperbolic model, and one may as well then estimate it and Generalized Hyperbolic models.

Panels D and E do just that. The coefficient estimates by themselves are somewhat cryptic, except for those trained in the

dark art of interpreting such specifications. But the Simple Hyperbolic discounting model translates into discount rates that

are 9.25% for a 1 day horizon, and only decline to 8.85% for a one year horizon; in each case the 95% confidence interval

for the discount rate is roughly between 7% and 11%, so there is no evidence of significantly declining discount rates.

The Generalized Hyperbolic discounting model does not improve significantly on the fit of the Simple Hyperbolic model,

with similar log-likelihoods.

The Weibull discounting model in panel F allows a very different pattern of non-constant discounting, but again collapses

to the Exponential model. The 95% confidence intervals on all of the implied discount rate horizons is at least between 5%

and 15%, and one cannot formally reject the exponential discounting model hypothesis that ś¼1 (p-value of 0.73).

5.2. Controlling for the treatments

To what extent is the success of the exponential discounting model due to the front end delay, the provision of

information on implied interest rates, and other procedural conditions of the experiment? Table 2 reports estimates from

the exponential and QH discounting models, allowing for binary dummy covariates to reflect the effects of these treatments

on β and δ. Variable FED indicates if a 30-day front end delay was employed for the “sooner” option; INFO indicates if

information on implied interest rates was provided; H_ORDER indicates if the subject was presented the horizons in

increasing order (rather than decreasing order); P_HIGH indicates if the higher principal of 3000 kroner was used (rather

than 1500 kroner); RA_FIRST indicates if the risk aversion task was presented before the discounting task; and FEE_HIGH

indicates if the higher show-up fee of 500 kroner was used to recruit the subject (rather than 300 kroner). We note in

passing that the last two treatments had no statistically or economically significant effect on elicited risk attitudes.

Focusing on the exponential discounting model, we see that INFO and H_ORDER have a statistically significant effect on

the elicited discount rate. The size of the effect in each case is large in relation to our baseline estimates of discount rates,

but is not large in relation to the discount rates often reported in the literature. Providing information on implied interest

rates leads to a decrease in the elicited discount rate of 3.6%, and using increasing horizons also leads to a decrease of 3.7%.16

The front end delay does not affect elicited discount rates in any significant manner: although the estimated effect is positive

and small (2.7%), the 95% confidence interval spans zero.17

Turning to the QH model, we observe statistically significant effects from the FED and H_ORDER treatments on the

estimated δ. The effect of the front end delay implies an increase of the discount rate of only 3.5% if we momentarily assume

β¼1 to interpret the effect on δ directly as the effect on the discount rate, and the effect of increasing horizons on δ
is �2.7%. The only treatment to have an effect on β is whether the risk aversion task was held first: if it was, and the

discounting task came second, β is estimated to be 0.023 lower.18

These results suggest that our main conclusion thus far, the lack of support for the QH specification in favor of the

exponential model, appears to be robust to controls for the prime suspects in terms of our elicitation procedures. Essentially

the same is true for the other specifications.

One of our “treatments,” in a sense, is the elicitation of discount rates over horizons extending from 2 weeks up to one

year. To what extent is the lack of evidence for hyperbolicky discounting due to constant-discounting responses to longer

horizons swamping non-constant responses to shorter horizons? One could re-weight the data to focus more on the shorter

horizons, but a simpler method is to estimate the models with shorter horizons. Focusing on the two shortest horizons of 2

weeks and 1 month, which is roughly 25% of the data due to our deliberate over-sampling design, we do not see any

15 We find essentially the same results if we estimate solely on the choices made with no front end delay. The joint hypothesis that β¼1 and b¼0 is

then rejected with a p-value of 0.92.
16 These results suggest that subjects require a higher premium to delay outcomes when the time horizons are presented in descending order instead

of ascending order. The monetary reward of delaying an outcome is higher for longer time horizons, and it is possible that subjects are more focused on

monetary rewards of delaying outcomes than implied interest rates when they first are presented with longer horizons instead of shorter horizons, or

simply that the monetary threshold at which they are willing to save is smaller when the shortest time horizon is presented first.
17 We also estimate the exponential model with an interaction term between the two principal amounts (P_HIGH) and the time horizons between the

sooner and later payments measured on a cardinal scale. There are no significant marginal effects of the control variables on elicited discount rates, which

indicates that individual discount rates are constant over time and across different principal amounts.
18 We have also estimated the model solely on choices with no front end delay and find that the estimated coefficient on β is equal to 0.994 with a

standard error of 0.016.
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deviations from constant discounting. There is no statistically significant effect on either parameter of the QH specification,

and we reach the same conclusion with the Weibull discounting model.

5.3. Robustness checks

Appendix F (available online) considers several robustness checks on our results.

The first is to consider a non-EUT specification of behavior with respect to the risky lotteries, and see if that changes

inferences about the curvature of the utility function and hence discount rates. We model lottery choices behavior using a

Rank-Dependent Utility (RDU) model, since all choices were in the gain frame, and find evidence of probability weighting.

The probability weighting function is S-shaped with underweighting of small probabilities and overweighting of high

probabilities. Despite the evidence of probability weighting, the vast bulk of aversion to risk derives from aversion to

variability of outcomes and the utility function is more concave than under EUT. We do not find any evidence of non-

constant discounting when we allow for probability weighting in the statistical models.

The second robustness check is to consider mixture models in which the observed choices over time-dated outcomes

could be generated by two discounting models rather than one, with some fraction of observed choices accounted for by one

model and the remaining choices accounted for by the other model. The mixture model specification jointly estimates the

structural parameters of each model as well as the mixing probability between the two of them.19 As a general matter, we

find that all of the major variants “collapse” to being a mixture of two exponential discounting models. In fact, if we estimate

that mixture model the smaller discount rate is 6.5% with a weight of 0.79, and the higher discount rate is 11.6% with a

weight of 0.21. The p-values on these discount rates estimates are both o0.001.

If we consider a mixture between the exponential and QH discounting models, we find that the QH model collapses to an

exponential with β¼1 (p-value of 0.77), and the probability for that model is estimated to be 0.21. Thus it would appear that

there is some support for the QH specification, until one examines the estimated parameter values for each model: the QH

specification is effectively a second exponential specification with a discount rate of 11.5% because the estimate of β is

Table 2

Estimates of the effects of treatments.

Parameter Point estimate Standard error p-value 95% Confidence interval

A. Exponential discounting (LL¼�18,459.1; Eq. (1))

δ Constant 0.117 0.024 o0.001 0.070 0.164

FED 0.027 0.017 0.126 �0.007 0.061

INFO �0.036 0.015 0.018 �0.066 �0.006

H_ORDER �0.037 0.017 0.029 �0.070 �0.004

P_HIGH �0.001 0.017 0.952 �0.034 0.032

RA_FIRST 0.007 0.020 0.730 �0.032 0.046

FEE_HIGH �0.014 0.019 0.441 �0.051 0.022

r Constant 0.584 0.062 o0.001 0.461 0.706

RA_FIRST 0.047 0.066 0.476 �0.083 0.177

FEE_HIGH 0.084 0.064 0.190 �0.042 0.210

B. Quasi-hyperbolic discounting (LL¼�18389.4; Eqs. (2a) and (2b))

β Constant 1.003 0.014 o0.001 0.976 1.030

INFO 0.013 0.009 0.170 �0.005 0.025

H_ORDER 0.005 0.010 0.607 �0.015 0.025

P_HIGH �0.005 0.012 0.968 �0.023 0.022

RA_FIRST �0.023 0.012 0.051 �0.046 0.001

FEE_HIGH �0.007 0.010 0.498 �0.027 0.013

δ Constant 0.091 0.020 o0.001 0.051 0.131

FED 0.035 0.017 0.043 0.001 0.069

INFO �0.021 0.013 0.112 �0.047 0.005

H_ORDER �0.027 0.016 0.087 �0.058 0.004

P_HIGH �0.002 0.015 0.873 �0.033 0.028

RA_FIRST �0.010 0.017 0.578 �0.044 0.024

FEE_HIGH �0.017 0.016 0.297 �0.049 0.015

r Constant 0.592 0.063 o0.001 0.469 0.716

RA_FIRST 0.038 0.068 0.571 �0.094 0.171

FEE_HIGH 0.084 0.064 0.192 �0.042 0.210

19 We note that it is the individual choice that it being classified by the mixture model, not the individual decision-maker. Harrison and Rutström

(2009; Section 3.4) discuss why we prefer this approach.
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essentially 1. We also consider a mixture between the exponential and Weibull discounting models, and come to the same

conclusion.20 Finally, we consider a mixture between the exponential and simple hyperbolic discounting models, and again

come to the same conclusion.21

The third robustness check is to allow for observed and unobserved individual heterogeneity in behavior, both in terms

of the choices over risk, and inferences about the utility function, and the choices over time-dated outcomes. We first

consider observed heterogeneity by means of a set of standard socio-demographic characteristics of individuals affecting

each of the structural parameters we estimate. The upper panel in Fig. 1 shows the implied distribution of predicted

exponential discount rates from the subjects in our sample: the mean estimate is 10.0% with a standard deviation of 3.2%.

The middle panel displays the estimated population distribution of discount rates using random coefficients for unobserved

heterogeneity, with a higher mean estimate of 12.5% and a larger standard deviation of 8.9%. Finally, we consider estimation

at the level of the individual: the mean is 11.6 and the standard deviation is 10.9%. The distribution of estimated discount

rates in the random coefficients model reflects the variation in discount rates at the individual level, which illustrates

the complementarity between the two estimation methods. There is considerable variation in estimated discount rates for

each of three different estimation methods, with more evidence of variation in the models that allow for unobserved

heterogeneity.22
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Fig. 1. Estimated distribution of δ assuming the exponential discounting model.

20 In this case the mixture model assigns 81% weight to the exponential specification. The hypothesis test that the Weibull collapses to an exponential

with ś¼1 has a p-value of 0.083, which is on the borderline of being statistically significant depending on the critical value used. At the 5% significance level

one would not reject the hypothesis that the Weibull component of the mixture collapses to an exponential. The discount rates implied by the Weibull

specification are 7.9% for 1 day, 11.6% for 1 week, 15.6% for 1 month, and 25.8% for 1 year. Although it may seem a priori implausible to see increasing

discount rates with horizon, the discount factors implied by these discount rates are still decreasing, and the above test of the hypothesis that ś¼1, and

inspection of Fig. F2 in Appendix F, imply that the 95% confidence interval around these point estimates is quite wide. These findings are consistent with

constant discount rates that are relatively imprecisely estimated compared to the Exponential component of the mixture.
21 In this case the mixture model assigns 80% weight to the exponential specification, with a discount rate of 5.7%. The discount rates for the

Hyperbolic specification range between 29% and 25% for horizons of one day and one year. Andersen et al. (2008a) considered an identical mixture model

between exponential and simple hyperbolic discounting models for the same population in 2003, and found that 72% of the observations could be

characterized by the exponential specification with a discount rate of 6.8%. The remaining 28% of the observations for 2003 were characterized by the

simple hyperbolic specification that was statistically significantly different from exponential, and implied discount rates of about 50% for horizons of 3

months, falling to 20% for horizons of 1 year. Our current results, with a 2009 sample and some changes in experimental design and econometrics, are

roughly the same in terms of the weights assigned the exponential and hyperbolic specifications, as well as the discount rates implied for the exponential

specification. Our current results for the hyperbolic specification exhibit far less of a decline in discount rates with shorter horizons, although they are

consistent with implied exponential discount rates for longer horizons such as 1 year.
22 The models with observable heterogeneity and random coefficients are based on responses from 308 subjects. For comparability, we removed any

subjects that always chose sooner options or always chose later options, since we could not estimate at the individual level for them. We solved the model

at the individual level for 238 of these subjects.
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The estimated distributions of the β parameter in the QH model are displayed in Fig. 2. We observe, in the upper panel,

that the estimated β coefficient has a mean of 1.00 with a standard deviation of 0.02 when we control for observed

heterogeneity. Allowing for unobserved heterogeneity with random coefficients generates a distributionwith a mean of 0.99

and standard deviation of 0.03, and undertaking individual estimation generates a distribution with a mean of 1.00 and

standard deviation of 0.04. Finally, Fig. 3 shows the estimated distributions of δ in the QH model for different econometric

specifications of individual heterogeneity.23 The results are qualitatively the same as for the exponential model in Fig. 1: the

mean (standard deviation) of the distribution is 10% (3%), 11% (9%), and 9% (10%) for the top, middle and bottom panels.

None of the three approaches to modeling individual heterogeneity changes our basic conclusions about the best discount-

ing model to characterize these data.

The fourth robustness check is to see if the absence of evidence for hyperbolic discounting is due to the theoretically

motivated use of a concave utility function when inferring discount rates from observed choices over time-dated amounts of

money. Since a concave utility function significantly lowers the level of discounting inferred, perhaps that means that there

is simply less “headroom” for discount rates to be hyperbolic. This is easy to check by assuming a linear utility function for

each of our specifications. We certainly infer higher discount rates, but in no case do we observe any statistically significant

decline in discount rates with horizon.

Finally, we consider the effect of assuming smaller values for ω, to check if that allows more “room” for discount rates to

vary with the time horizon. We check this by setting ω¼0 and find that our results are robust to this variation in

background consumption. Since earnings were realized immediately after each decision task, one could also integrate

earnings from the first decision task with income in the second decision task. It is not immediately clear to what extent

subjects would integrate income at different dates in the discounting task with earnings from a previous risk aversion task,

and vice versa. This is an avenue for future research, and one option is to consider partial asset integration models, in which

subjects behave as if some fraction of personal wealth or income is combined with experimental prizes in the utility

function: this combination implies less than perfect substitution (Andersen et al. (2011a)).

6. Connection to previous literature

Our results were a surprise to us, and the robustness checks reported above did not lead us to qualify that reaction.

We fully expected to see much more “hyperbolicky” behavior when we removed the front end delay, and particularly when
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Fig. 2. Estimated distributions of β assuming the quasi-hyberbolic discounting model.

23 The models with observable heterogeneity and random coefficients are based on responses from 198 subjects in the no-FED treatment. Apart from

dropping subjects in the FED treatment, for comparability we also dropped subjects that always chose sooner options or always chose later options. We

solved the model at the individual level for 87 of those subjects.
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that was interacted with not providing the implied interest rates of each choice. We were not wedded to one hyperbolic

specification or the other, and did not expect the exponential model to be completely overwhelmed by the alternatives, but

we did expect to see much more non-constant discounting. We therefore re-examined the literature, and tried to draw some

inferences about what might explain the apparent differences in results.

6.1. Reconsideration of previous literature

We undertook a re-examination of the previous, comparable literature that has led to the conventional wisdom of

significant non-constant discounting. We ignored all hypothetical survey studies, on the grounds that the evidence is

overwhelming that there can be huge and systematic hypothetical biases. It is simply inefficient to take the evidence from

hypothetical survey studies seriously.24 We also focused on experiments, rather than econometric inferences from naturally

occurring data, because those data are easier to interpret and have generated the conventional wisdom.25 We excluded

studies that did not lend themselves to inferring a discount function.26 Finally, we excluded any study that used procedures

that were not incentive-compatible or that involved deception.27

Table 3 summarizes the studies we examined, and Appendix D (available online) contains more details on several of the

more important studies. Our objective is not to dismiss or “discount” all evidence for non-constant discounting, but just to

weigh it carefully to see if it is as monolithic as has been claimed. One conclusion that we draw is that most evidence of non-

constant discounting comes from studies undertaken with students. We therefore conducted a conventional laboratory

experiment, described below, using the same procedures as in our (artefactual) field experiment but with students recruited

in Copenhagen.
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Fig. 3. Estimated distributions of δ assuming the quasi-hyberbolic discounting model.

24 Harrison (2006) and Harrison and Rutström (2008b) provide surveys of the literature. We use the literature reviews of Coller and Williams (1999)

and Frederick et al. (2002) as an initial guide; it should be noted that the latter list Holden et al. (1998) as using real incentives, although they did not

(see p. 110).
25 For example, Harrison (2005; Section 4.2) discusses at length the difficulties making robust inferences from the natural experiment studied by

Warner and Pleeter (2001). Appendix D (available online) reviews the results from one additional study of interest using naturally-occurring data.
26 For example, experiment 3 of Read et al. (2005) was designed to test if one obtained the same results when the later horizon was presented as a real

date or as a time delay. Although one might infer discounting functions from their data, the design does not lend itself to that type of inference.
27 For example, Experiment 1 of Kirby and Maraković (1995) had both problems. They used a first-price sealed-offer auction between 3 subjects to

elicit the present value of a future amount, and acknowledge that an optimal (risk-neutral) bid would be above the true valuation (just as an optimal bid for

a risk-neutral agent in a first-price sealed-bid auction is below true valuation). They also conducted auctions with only 3 bidders, which makes the optimal

overstatement more severe than if the auction were for many more bidders: as the number of bidders increase the mis-statement decreases quite rapidly.

Furthermore, they deceived subjects and actually had them bid against simulated opponents.
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Table 3

Review of experimental literature with real incentives.

Study Sample (size) Elicitation

method

Horizon (s) Front end delay (s) Correct for non-

linear utility

Models (estimated rates) Statistical

method

Hyperbolicky

discounting?

Ainslie and Haendel

(1983)

Patients (N¼18, 66

choices)

Choice 3 days 0 or 7 days No None (n/a) Counting Yes

Horowitz (1991) Students (N¼70) Bidding 64 and 34 days None Yes None (830%, 271%) Summary

statistic

Yes

Kirby and Maraković

(1996)

Students (N¼621) Choice 10–70 days None No E, H2 (128% to 1.2Eþ13) Non-linear least

squares

Yes

Kirby (1997) Students and others

(N¼24, 28, 20)

Bidding 1–29 days None No E, H2 (1.6Eþ04 to

4.3Eþ10)

Non-linear least

squares

Yes

Coller and Williams

(1999)

Students (N¼199) Choice 2 months 0 or 1 month No E (72.5% with no FED;

30.2% with FED)

Interval

regression

Yes (see our

Appendix B)

Kirby et al. (1999) Choice No

Anderhub et al.

(2001)

Students Pricing 4, 8 weeks None No E and H (128–1084%) Non-parametric

tests

No (see our

Appendix B)

Harrison et al.

(2002)

Danish adults (N¼268) Choice 6, 12, 24 and 36 months 1 month No E (28.1%) No

Kirby and

Santiesteban

(2003)

Students Bidding 1–43 days 0 (Experiment 1); 1 day

(Experiment 2)

“Not really” E, H2 (11.3– 2877%;

18–71,231%)

Eckel et al. (2005) Canadian adults Choice 2 to 28 days 0, 1 day, 2 days, or 2 weeks No E

Harrison et al.

(2005)

Danish adults (N¼243) Choice 1, 4, 6, 12, 18, 24 months 1 month No E (23.8%) Interval

regression

No

Andersen et al.

(2008a)

Danish adults (N¼243) Choice 1, 4, 6, 12, 18, 24 months 1 month Yes E, H3, W (10.1%) ML structural

estimates

No

Engle-Warnick et al.

(2009)

Students (N¼151) Bidding 0, 8, 25 weeks None Yes QH (38% and 33%) Non-linear least

squares

No

Andersen et al.

(2010)

Students (N¼90) Choice 1, 4 and 6 months 1 month No E (27.9%) Interval

regression

No

Dohmen et al.

(2010)

German adults (N¼500) Choivr 12 months None No None Interval

regression

Takeuchi (2011) Students (N¼56) Bidding Elicited None “Not really” E (726%) Non-linear least

squares

Yes

Benhabib et al.

(2010)

Students (N¼27) Matching 3 days, 1 and 2 weeks, 1,3

and 6 months

None No E and FC (E472%) Non-linear lest

squares

Yes

Coller et al. (2012) Students (N¼87) Choice 1–60 days None Yes E and QH (mixture)

(⪢1000–33%)

ML structural

estimates

Yes

Andreoni and

Sprenger (2012a)

Students (N¼97) Portfolio

allocation

35, 70 and 98 days 0, 7 and 35 days Yes E (30% overall; 28% with

no FED)

Non-linear least

squares

No

Laury et al. (2012) Students (N¼103) Choice 9 weeks 3 weeks Yes E (12.2% and 14.1%) ML structural

estimates

No
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Two additional conclusions from the review of the literature are the potential roles of “small stakes” and open-ended,

“fill in the blank” elicitation procedures. Evaluating these characteristics of the previous literature is beyond the scope of our

study, since they raise a host of behavioral and experimental issues.28

6.2. Experiments with students

In order to determine if the evidence for non-constant discounting derives from the general focus on students samples,

we replicated our field experiments with a student sample in Copenhagen recruited using standard methods.29 The

experimental tasks were identical, to ensure comparability.

Table 4 lists estimates from the student responses of the basic models in Table 1. The risk attitudes of this sample were

close to those of the adult Danish population.30 The results are intriguing, but do not change our basic conclusions. We

do observe a slightly higher discount rate with the exponential model: 10.4% compared to 8.9% for the adult population

in general. And we obtain point estimates that suggest modest QH discounting (β¼0.986), although the 95% confidence

interval spans β¼1 and we can reject the assumption of β¼1 at the p¼0.18 level for a two-sided test, and hence at the

p¼0.09 level for the appropriate one-sided test. So this is suggestive of QH discounting, but not clear evidence. We find no

evidence of Fixed-Cost discounting, and no evidence of simple hyperbolic discounting. We do observe some non-constancy

of discount rates with the Weibull discounting specification, although the overall effect of the student sample is not

statistically significant, as shown by the p-value of 0.17 on the null hypothesis that the specification is actually exponential.31

6.3. The probability of discounting

Our literature review deliberately ignored studies that do not consider decisions with real monetary consequences, but

there is one treatment that we do want to recognize even if it has only been addressed in studies using hypothetical survey

questions: the effect of the discounting tasks being rewarded probabilistically.32 In our experiments each subject had a 10%

chance that one of their discounting tasks would be rewarded.33

Keren and Roelofsma (1995) demonstrated, with hypothetical tasks, a behavioral effect of this treatment on discounting

behavior, specifically a reduction in the extent of hyperbolicky behavior for shorter horizons. Their first experiment

illustrates their findings. Subjects were offered 100 Dutch Guilders now or 110 in 4 weeks. When the payment was not

probabilistic, 82% of 60 subjects chose the sooner option. But when the payment would occur with a probability of 0.9, only

54% of 70 subjects chose the sooner option, and that declined to only 39% of 100 subjects with a probability of 0.5. With a

front end delay of 26 weeks, the same subjects chose the sooner option in 37%, 25% and 33% of the choices, respectively,

suggesting that reducing the probability of payment to 0.5 generated results consistent with having a front end delay.

Weber and Chapman (2005) were unable to replicate these findings.34 They used 446 students in an introductory

psychology class in a between-subjects replication of the experiment described above, but with U.S. dollar amounts instead

of Dutch Guilders. With no front end delay the fraction choosing the sooner option was 61% (of 113) with a probability of 1 of

28 The use of small stakes generates profound confounds when subjects “round” responses up to the nearest major currency unit, such as a dollar in the

United States. Andersen et al. (2013) show that simple rounding can explain both the “magnitude effect” and “hyperbolicky” behavior with small stakes of

the scale found in most laboratory experiments with real rewards. The use of open-ended elicitation procedures, in which present values or future values

are directly elicited, opens up problems of subjects comprehending the incentive compatibility of those tasks (documented in closely related settings by

Rutström (1998) and Harstad (2000)). In addition, popular open-ended elicitation procedures are known to generate extremely weak incentives for

subjects to respond truthfully or precisely (Harrison, 1992).
29 Sessions were announced at two large lectures at Economics classes at the University of Copenhagen for 1st and 2nd year students. In addition,

posters were put up at most of the major student dormitories. The students then had to send an email to get listed for one of the sessions. We recruited

some 11–12 subjects for each session, and easily filled the available sessions. Our sample of 88 subjects consists of a broad array of types of students, not

just Economics students.
30 The coefficient r in the CRRA utility function is estimated to be 0.53, with a 95% confidence interval between 0.42 and 0.64. There is no evidence of

varying relative risk aversion over this domain: the coefficient α in the Expo-Power utility function has a p-value of 0.19 for the hypothesis that α¼0.
31 The Weibull estimates in Table 4 imply discount rates of 25.7% for a 1 week horizon, with a 95% confidence interval between 4.9% and 46.6% (the

estimated rates for shorter horizons are higher, but even less precisely estimated). After 2 weeks the estimated rate is 19.9% (8.0–31.8%), after 1 month it is

14.9% (9.2–20.6%), after 3 months it is 9.9% (7.2–12.5%), and after 1 year it is 5.9% (2.4–9.3%). So the discount rates for a 1 week horizon are significantly

higher than those for horizons of 1 month or more, and these pairwise differences are quantitatively significant. For the adult population, the rates for a 1

week horizon were 9.7% (2.6–16.8%), for a 2 week horizon they were 9.4% (4.0–14.7%), for a 1 month horizon they were 9.0% (5.5–12.6%), for a 3 month

horizon they were 8.6% (7.0–10.1%), and for a one year horizon they were 8.1% (5.6–10.5%).
32 In the economics literature, Halevy (2008) emphasizes this effect, but does not present new experimental evidence for (or against) it. Epper et al.

(2010) also conducted discounting experiments with every subject being certain of one of their choices being rewarded, since their core hypotheses have to

do with the effect of uncertain payoffs in conjunction with sub-additive probability weighting. They did not conduct a control experiment with some

probability of the subject being paid that would allow this treatment to be studied, nor was it needed for their design purposes.
33 Since we only paid each subject with a 10% probability in the risk aversion and discounting tasks, one could argue that the subjects made binary

choices over compound lotteries in the risk aversion task, and binary choices over uncertain amounts at different dates in the discounting task. Our results

are virtually the same if we take the 10% probability of being paid in the two decision tasks into account in our statistical analysis.
34 Halevy (2008; p. 1148) notes that “Weber and Chapman (2005) replicated Keren and Roelofsma's (1995) findings.” This is not completely correct.

Experiment 1 of Weber and Chapman (2005) was their only direct replication of the design reported by Keren and Roelofsma (1995), and reproduced by

Halevy (2008; p. 1148), and decisively failed to replicate the original findings. In a footnote, Halevy (2008; p. 1148, fn. 10) adds that “The reader is referred to

Experiment 2 (summarized in Tables 5 and 6) in their study.” But this Experiment 2 had some significant and problematic differences in design from the
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payment, and 70% (of 111) with a probability of 0.5. Adding a front end delay generated comparable choices of 46% (of 109)

and 51% (of 113), implying no significant effects of having probabilistic payments. Although one hesitates to pursue design

differences with non-salient tasks, it is worth noting that the Keren and Roelofsma (1995) subjects were compensated for

attending the session.

We consider the effect of probabilistic discounting by undertaking experiments in which we vary the exogenous

probability of payment. Specifically, we conduct experiments with 28 subjects from the greater Copenhagen area in which

we vary the probability of payment for the discounting task from 10% to 100%, and see if there is a difference in behavior. Of

course, increasing the probability means that we need to account for the scale effects on expected rewards. In Keren and

Roelofsma (1995) the stakes were kept the same, so there may be a confound of a scale effect. For example, their subjects

might have been close to risk-neutral for lower stakes (hence implying higher discount rates when the stakes were to paid

with some probability less than 1) and risk averse for higher stakes (hence implying lower discount rates when the

probability of payment was closer to 1). This pattern of risk aversion is found in many laboratory settings: for example, see

Holt and Laury (2002, 2005) and Harrison et al. (2005). We therefore maintain the stakes at their original levels, despite the

cost of the experiments, and allow for varying risk aversion with stakes.

The change in instructions in the IDR task was simple. The original text was:

You will have a 1-in-10 chance of being paid for one of these decisions. The selection is made with a 10-sided die. If

the roll of the die gives the number 1 you will be paid for one of the 40 decisions, but if the roll gives any other

number you will not be paid. If you are paid for one of these 40 decisions, then we will further select one of these

decisions by rolling a 4-sided and a 10-sided die.

The new text was simply this:

You will be paid for one of the 40 decisions. We will select one of these 40 decisions by rolling a 4-sided and a 10-

sided die.

Table 4

Estimates of discounting models with student sample.

Parameter Point estimate Standard error P-Value 95% Confidence interval

A. Exponential discounting (LL¼�3441.9; Eq. (1))

δ 0.104 0.014 o0.001 0.076 0.131

r 0.534 0.056 o0.001 0.424 0.644

B. Quasi-hyperbolic discounting (LL¼�3427.9; Eqs. (2a) and (2b))

β 0.986 0.010 o0.001 0.966 1.006

δ 0.072 0.012 o0.001 0.048 0.096

r 0.532 0.056 o0.001 0.423 0.642

H0: β¼1, p-value¼0.18

C. Fixed cost hyperbolic discounting (LL¼�3418.9; Eqs. (3a) and (3b))

θ 10.167 26.28 0.699 �41.341 61.674

β 0.966 0.031 o0.001 0.905 1.026

δ 0.123 0.168 0.448 �0.202 0.458

b �0.060 0.063 0.340 �0.185 0.064

r 0.529 0.056 o0.001 0.421 0.638

H0: β¼1, p-value¼0.27; H0: β¼1 and b¼0, p-value¼0.53

D. Simple hyperbolic discounting (LL¼�3440.6; Eq. (4))

K 0.103 0.014 o0.001 0.076 0.131

r 0.534 0.056 o0.001 0.424 0.643

E. Generalized hyperbolic (LL¼�3427.9; Eq. (5))

α 5.540 7.530 0.462 �9.219 20.299

β 0.261 0.191 0.173 �0.114 0.636

r 0.532 0.056 o0.001 0.423 0.642

F. Weibull discounting (LL¼�3425.9; Eq. (6))

ŕ 0.094 0.012 o0.001 0.070 0.118

ś 1.594 0.428 o0.001 0.758 2.430

r 0.532 0.056 o0.001 0.423 0.642

H0: ś¼1, p-value¼0.17

(footnote continued)

original, involving the use of dubious indifference-point elicitation procedures. So although it changed the design from the original, it did replicate the

finding from the original.
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The experiments with this 100% treatment were conducted in September 2010, and used the lower principal in our baseline

experiments. All other conditions were the same.

Reviewing the set of discounting models in Table 1, we find very little effect from this treatment. We first re-estimate

each model with a dummy added to capture the effect of the new experiments for each discounting parameter, and we then

estimate using only the new sample.

For example, for the exponential model we first estimate δ0 and δ1 in δ¼δ0þδ1�C, where C is a binary indicator variable

for the 100% certain responses. There is no statistically significant effect on the discounting parameter(s) for the exponential,

simple hyperbolic, fixed cost hyperbolic, generalized hyperbolic, and Weibull models.

For the QH discounting model there is an effect on the all-important β parameter.35 It is 0.025 lower with the 100%

payment treatment, and this effect has a p-value of 0.074. Estimating the QH model with the new sample we estimate β to

be 0.983 with a standard error of 0.013, and δ to be 0.041 with a standard error of 0.024. The hypothesis that β¼1 has a

p-value of 0.185, so this is not statistically significant evidence in favor of the QH model.

We conclude that the effect of probabilistic discounting is non-existent or negligible in our sample, and for the

specifications considered here.

7. Open issues

Reliably inferring risk and time preferences is not easy. Despite the progress of recent years, we believe that there are

several important open issues.

First, we need to allow for alternative models of decision-making over risk for some decision-makers in some settings.

The identification of non-standard models of risk preferences, such as RDU or Cumulative Prospect Theory, demands careful

attention to the tasks given to subjects, and is not something that we believe can be safely “folded in” with some other task,

as proposed by Andreoni and Sprenger (2012a). In a similar vein, interacting risk and time preferences, say by offering

subjects a choice over time-dated lotteries, may raise deep confounds if one insists on standard, additive intertemporal

utility functions. The claim that “risk preferences are not time preferences” of Andreoni and Sprenger (2012b) can be viewed

as an illustration of that confound at work (see Andersen et al., 2011b).

Second, the implications for inferred risk attitudes of worrying about asset integration are more subtle than recent

controversies over calibration might suggest. Proper identification of the extent to which subjects in experiments integrate

the prizes in tasks with “outside wealth” demands unique data, and does not always lead to the conclusion that subjects

have to be risk neutral over small stakes (e.g., Andersen et al., 2011b).

Third, the discount rates that are implied over monetary prizes and over consumption flows can be quite different, as

stressed by Cubitt and Read (2007). We do not take the view that the only possible or interesting argument of a utility

function is a consumption flow, but we are certainly interested in such flows. There are methods for allowing explicitly for

the relationship between monetary prizes and consumption flows, as we illustrate at length in Andersen et al. (2008a).

There is a need for comparable experiments examining risk and time preferences over real flows, although “sips of juice”

and equally contrived examples of real effort are not what we find convincing.

Related to this point, one intriguing hypothesis behind our finding that Danes tend to discount in an exponential manner

could be that our experiment served as an artefactual commitment device. The idea is that our highly structured

experiments, and the formal manner in which we explained the credibility of our making payments on specified future

dates, might appeal to individuals that have difficulties making consistent intertemporal plans in terms of other choices they

make. This is a hypothesis about the external validity of our findings, and the extent to which they might transfer to other,

less-structured intertemporal choices. We find this hypothesis attractive a priori, and just note that such control and

structure may be the price one pays for internal validity in claiming to have measured time preferences. Building a bridge

between that internal validity and a wider class of field choices is an important challenge for future experiments (Harrison

and List, 2004).

Fourth, our approach to identification of discount rates defined over utility has always made one assumption we find

problematic: that the a-temporal utility function the subject exhibits today is the same a-temporal utility function the same

subject applies to evaluate future monetary prizes or consumption flows. In behavioral terms, we assume away any

“projection bias,” as noted earlier, and should instead use the subjectively expected utility for the future self. We do not

know yet how to reliably identify the latter concept.

Finally, the level of stakes is a deeper issue than many believe. With small stakes, it is easy to demonstrate that

hyperbolicky discounting and the magnitude effect can arise if subjects simply round the monetary amounts to some

natural unit. Andersen et al. (2013; p. 682ff.) demonstrate this conclusion using the design of Benhabib et al. (2010). One

solution, which we adopt and checked, is to use larger stakes and then have some percentage of the subject actually being

paid. However, this solution might make field arbitrage opportunities more salient. In that case one should consider the

effect of censoring of responses in line with borrowing and savings interest rates that the subject has available outside the

experiment, as in Coller and Williams (1999) and Harrison et al. (2002).

35 The Fixed Cost Hyperbolic shows the same effect when constrained to the QH, of course, but not when it is estimated in unconstrained form.

S. Andersen et al. / European Economic Review 71 (2014) 15–33 31



8. Conclusions

We do not see significantly hyperbolicky discounting behavior in adult Danes making choices of deferred monetary

payments. If there is any statistically significant evidence for non-constant discounting, and there is in a fraction of the

population, it entails discount rates that for many practical purposes are virtually constant.

How do we reconcile this striking finding with the received wisdom? We see nothing in our experimental procedures

which might bias behavior, and that deviates in any novel manner from the types of procedures used in the past. We avoid

eliciting present values in an open-ended manner, because we are suspicious of the behavioral accuracy of those

responses.36 We test for the effect of providing information on the implied interest rates we offered. We use displays of

the tasks that make them relatively transparent in terms of the choice alternatives, rather than rely entirely on the ability of

subjects to read numbers and words. And, obviously, we pay the subjects in a salient manner.

Our basic econometric procedures are familiar from the binary choice literature, and have a long tradition in experi-

mental economics (e.g., Camerer and Ho, 1994; Hey and Orme, 1994). Our application of them uses parametric methods,

but we are clearly flexible in terms of the discounting functions we examine. The notion of joint estimation of utility

functions and discounting functions is driven by theory, and implies nothing fundamental from an econometric perspective.

The application of mixture specifications to explore the robustness of our basic results is, similarly, not fundamentally novel

in terms of method.

With some exceptions, noted in our literature review, the evidence of hyperbolicky behavior that meets certain minimal

standards of salience and design occurs in samples of college-age students. We do not dismiss student samples as irrelevant,

or the exceptions as flawed studies: our point is just that it is difficult to make inferences about behavior in general from a

small student population. We provide some evidence of hyperbolicky behavior in a sample of college-age students in

Denmark, but the results are not statistically significant and the quantitative extent is relatively modest in relation to the

literature, even if we do view it as nonetheless economically important.

Theorists use illustrative examples of hyperbolicky behavior towards things like the “eating of potato chips” as metaphor.

If it is a poor metaphor when applied to monetary choices of adult Danes over horizons of weeks and months, that means

that there is an important empirical bridge to be built. What are the tasks, domains, and samples for which hyperbolic

behavior might be expected to apply for significant sub-samples? The metaphor may have been stretched too far, but it

refers to impulsive choices over foods and alcohol, drugs, sexual habits, driving behavior, gambling, perhaps to individuals

and families close to the poverty level, and perhaps to younger people: a myriad of real behaviors and contexts with real

welfare consequences. We now have to systematically apply rigorous methods to those settings.

Appendix A. Supplementary materials

Supplementary data associated with this article can be found in the online version at http://dx.doi.org/10.1016/j.

euroecorev.2014.06.009.
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