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ABSTRACT 

With the rapid development of Internet technology, the abuse of 

dark networks and anonymous technology has brought great 

challenges to network supervision. Therefore, it is important to 

study the anonymous market. In this paper, we propose a single-

mode multivariate classification model for anonymous market 

product classification. Divide anonymous markets products into 

5 categories. Our algorithm uses the word vector embedded in a 

convolutional neural network based on Word2vec training. 

Compared with the simple machine learning classification model, 

the accuracy of the single-mode multivariate classification model 

on the test set is 91.84%. By studying the classification of 

anonymous market products, law enforcement personnel can 

better supervise anonymous market of illegal products and 

maintain network security. 
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1 Introduction 

The whole Internet consists of three parts. A page that is 

accessed through traditional keyword searches or hyperlinks, we 

call it a surface net [1] [2]. Deep web refers to services and 

products that cannot be included in regular search engines such 

as Google. It mainly refers to web pages that can be viewed after 

login, such as forums and blogs. The dark network refers to the 

network that can only be accessed through specific software or 

configuration. The most commonly used specific software is 

TOR. Darknet is a fast-growing market for sales of illegal 

products. In order to evade the law enforcement personnel's 

investigation and research on the dark network, dark network 

product suppliers deliberately misclassify the product and 

increase the difficulty of investigating and analysing illegal 

products. For example, products suppliers that sell pirated books 

are indexed to child pornography [3]. Without manual 

intervention, it is difficult for law enforcement officials to extract 

the correct relevant product information. To improve this 

process, we introduce an improved deep learning classification 

algorithm that automatically classifies anonymous trading 

market products based on product titles. 

 

Figure 1: Anonymous Market Product Title Length 
Distribution. 
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According to statistics, the title of the anonymous trading 

market product is generally 10 to 50 characters long, as shown in 

Figure 1 [4] [5]. Therefore, we attribute the classification to a 

short text classification problem. This paper will propose a 

single-mode multivariate classification model, and try to 

incorporate deep learning into the short text classification 

architecture, which is compared with traditional machine 

learning classification. 

2 Related Work 

In the early days, most of the researches on dark nets focused on 

the data acquisition of the dark network [6] [7]. Hsinchu Chen 

designed and implemented a focused crawler in the literature [8] 

to capture and analyse the subject-related content. There are also 

some studies used to discover hidden services. Clement Guitton 

in the literature [9] based on the Hidden Wiki in the dark 

network, Snapp BBS to obtain the hidden service address, crawl 

and analyse the content of the hidden service. 

There have also been several attempts to analyse the 

anonymous market of the dark network [10] [11]. In the paper， 

the author conducted an 8-month crawl on “silk road”, analysed 

the product list and product distribution. However, their 

classification relies on the classification provided by the supplier. 

In order to avoid the investigation of law enforcement personnel, 

some suppliers deliberately misclassify the products, so such 

classification is not used in all anonymous trading markets. 

Table 1: Product Title Classification Field. 

Class Description 

Data buy and sell personal infromation, account 

password,etc. 

Porn providing a variety of pornography. child 

pornography,etc. 

Service 

class 

providing various hacking services,password 

deciphering,etc. 

Drug auction of various drugs 

Books providing book transactions or pirated books 

At present, commonly used machine learning algorithms 

include Logistic Regression (LR), Naive Bayes (NB) and Support 

Vector Machine (SVM) classification models. In machine 

learning, due to the different features selected, it may result in 

sparse features. Recently, Kim [12] achieved good results in short 

text sentiment classification by combining word vectors with 

convolutional neural networks. These works prove that 

convolutional neural networks are suitable for the field of 

natural language processing. 

Classified according to the title of the product, the 

classification system needs to give each title sample a unique 

label for the domain category. In order to conduct research on 

the anonymous trading market, a one-month crawler was used, 

and anonymous market data was collected by onionscan. 

Products in the anonymous trading market were divided into 

five categories as shown in Table 1. In each field, we used 1,500 

training samples, 200 verification samples, and 300 test samples. 

Precision, recall, and F1 are used for performance evaluation. 

3 Traditional Classification Model 

3.1 Data Preprocessing 

There are a lot of noise characteristics in the original data 

corpus, especially for the dark network data, there are spelling 

errors, lack of content confusion, etc., which is very unfavorable 

to classify them directly. Because classifiers require a uniform 

format for classification, processing objects can improve 

classification efficiency. Therefore, in order to solve this problem, 

we need to carry out preparatory work before the classification, 

and pre-process the corpus required for all classification 

experiments. Data preprocessing is the process of segmenting 

the original data set, decommissioning words and noise words to 

prepare for the subsequent classification work. 

Word segmentation is the basis for text categorization. Text 

segmentation is the separation of a series of strings into separate 

words. Chinese text segmentation is divided into dictionary-

based and non-lexical-based word segmentation algorithms 

according to whether or not to introduce a dictionary. The three 

popular automatic word segmentation algorithms are based on 

string matching word segmentation algorithm, word 

segmentation algorithm based on semantic understanding, and 

word segmentation algorithm based on probability and statistics. 

3.2 Feature Extraction 

Feature extraction is the process of selecting a subset of the 

words from the pre-processed training set, which will be used as 

features in the subsequent text classification process. 

We denote the category as C, and the word set of the training 

sample set is expressed by W= {W1, W2,,,,,,, WN}, By calculating 

the contribution degree V (Wi, C) of each word Wi (i∈[0,n]) in 

the set to the class C, and K words exceeding the critical value as 

the feature items of this kind, The feature set is expressed in the 

form of Sc={Cw1, Cw2, Cw3, ..., Cwn}. 

3.3 Text Representation 

Text representation is the transformation of actual text into 

another form that computers can recognize. Currently, the 

Vector Space Model (VSM) is a popular representation. The 

representation of the VSM is to represent each document as a 

vector form of d=<t1,w1; t2,w2...;tn ,wn>. Where ti is the entry and 

wi is the weight of ti in the document d. The calculation method 

commonly used for the weight wi is the TD-IDF algorithm. 

3.4 Feature Weight Calculation 

When we extract feature words from text, each feature value 

is given a certain weight according to the certain rule TF-IDF 

(word frequency-inverse document frequency), which is a 

commonly used feature weight calculation method. Its size 

reflects the importance of the feature item of the text. If a word 
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has a larger TF-IDF in the document, then the word is generally 

more important in this article. 

3.5 Traditional Classification Algorithm 

The traditional machine learning text classification algorithm 

can be divided into supervised learning, semi-supervised 

learning and unsupervised learning according to the 

characteristics of the learning process. Currently, the most 

common is supervised learning, which uses three classification 

methods: NB, KNN and SVM to classify products in the 

anonymous trading market. Among them, SVM has the best 

effect and the accuracy rate reaches 89.8%. 

Support vector machine is a machine learning method based 

on traditional learning theory. It uses a nonlinear mapping to 

map the training data to a higher dimension and find the best 

hyperplane at a higher latitude for classification purposes. 

The SVM classification algorithm has a more accurate 

classification on the text corpus than most traditional 

classification algorithms. At the same time, it has more stable 

classification performance. Types of trading products in the dark 

market trading market are divided into four areas according to 

the product title, and 2000 samples are used in each field. The NB, 

KNN, and SVM algorithms are used to train them. The results 

are shown in Table 2. 

Table 2: Precision of Various Algorithms. 

Classification 

algorithm 

Precision Recall F1 

NB 0.861 0.85 0.83 

KNN 0.854 0.86 0.90 

SVM 0.898 0.90 0.89 

In order to further study the trading products of the dark web 

trading market and improve the classification accuracy rate, we 

try to introduce the deep learning classification model. And the 

single-mode multivariate classification model is proposed. The 

word vector of word2vec training is embedded in the 

convolutional neural network (CNN). Compared with the 

traditional classification, the classification accuracy is improved. 

4 Single Mode Multivariate Classification 
Model 

4.1 Convolutional Neural Network (CNN) 

Deep learning has been widely used in text categorization. 

Compare with traditional machine learning technology, it solves 

the problem of data dependency and feature processing better. 

Text categorization technology based on word vector and 

convolution neural networks in considered not only the accuracy 

of words, but also the relative position words in text. This will 

improve the accuracy of classification. 

CNN consists of an input layer, a hidden layer and an output 

layer, and parameters are optimized by a back propagation 

algorithm. 

(1) Input layer. As with machine learning, the model performs 

pre-processing of the input data. The common pre-processing 

methods in the input layer are de-equalization, normalization, 

and so on. The input layer is the word vector matrix of words in 

the sentence. If there are n words and the word vector latitude is 

k, then the size of this matrix is n×k. 

(2) Hidden layer. The hidden layer consists of a convolutional 

layer and a pooled layer, usually alternately iteratively appearing 

through a set of convolution kernels of different sizes (filter) 

hi×k (hi is the number of words contained in the convolution 

kernel window), the convolution operation of the text from front 

to back results in several feature mappings. The pooling layer is 

responsible for compressing the features, simplifying the 

computational complexity of the network, and proposing the 

main features, including both average pooling and max pooling. 

Usually text categorization uses max pooling to select the most 

important information. The variable length sentence input 

problem can be solved by the pooling layer, and the maximum 

value in each feature mapping vector is output. 

(3) Output layer. The output layer takes the pooling layer as 

input, calculates the probability of the data in each category field 

through the Softmax classifier, and input the final result. 

When CNN model is used to classify products in anonymous 

trading market, we use 1500 data in each field to train classifiers, 

and 200 data in each field are verified. After 4 iterations, the 

accuracy of the verification set can reach 91.0%, as shown in 

Figure 2. 

 

Figure 2: CNN Classification Accuracy Rate. 

4.2 Word Vector Embedded in CNN Based on 
Word2vec Training 

The word2vec is to vectorize all words. The Word2vec model 

extracts word vectors based on context information of words in 

the text, and the generated word vectors carry contextual 

semantic information. The Word2vec model has two main 

training models, CBOW and Skip-Gram. CBOW is suitable for 

small databases, while Skip-Gram performs better in large 

databases. 
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We use the Skip-Gram model in the word2vec model to train 

the sample data of the anonymous trading market, and use the 

trained data as the input of the CNN model to train the 

automatic classification of trading products. The word vector 

based on word2vec training is embedded in the single mode of 

CNN. The multivariate classification model is shown in Figure 3. 

The parameter configuration of the single-mode multivariate 

classifier embedded in CNN based on word2vec training is as 

follows: ①. Convolution kernel window size is 5. Convolution 

kernel number is 256; ②.Dropout value is 0.5; ③.Fully connected 

layer neuron size is 128. The classification result of the single-

mode multivariate classifier embedded in CNN based on 

word2vec training is compared with the general convolutional 

neural network CNN classifier. The word vector embedded in 

CNN based on word2vec training has lower error and higher 

accuracy. As shown in Figures 4 and 5. Vertical coordinates 

indicate accuracy, and transverse coordinates indicate the 

number of training sets per load. 

 

Figure 3: Single-mode Multivariate Classification Model. 

 

Figure 4: Loss. 

After the sample data were trained using the word2vec 

training-based word vector embedded in CNN single-mode 

multivariate classifier, we used the test to evaluate the effect of 

the classifier, and finally achieved an average accuracy of 91.84%. 

The accuracy, recall rate and F1 value of each classification 

under the classifier are shown in Table 3. 

 

Figure 5: Accuracy. 

Table 3: Accuracy, Recall and F1 Values for Each Category. 

class precision recall F1 

Data 0.83 1.00 0.91 

Pron 0.90 0.90 0.90 

Service 1.00 0.80 0.89 

Drugs 0.90 1.00 0.95 

Books 1.00 0.90 0.95 

5 Summary and Future Work 

In this article, we use the single-mode multivariate classifier 

model to classify products in the anonymous market by product 

title. Our algorithm mainly uses the word vector based on 

word2vec training to embed CNN to train the classifier. Its 

accuracy rate is 91.84%, which is higher than the traditional 

machine learning classification. It can enable law enforcement 

officers to better investigate the trading products provided by 

the anonymous trading market, without the supplier's intention 

to provide the wrong category for avoiding tracking. 

Our training sets and test sets only use data from a single 

dark-net market. In future research work, we will extract test 

data from a wider market, making the classification model more 

representative. In addition, our algorithms can take into account 

features other than the product list text when classifying 

products. For example, the price of the product, etc. 
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