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Abstract

Brick and Mortar Chip Fabrication

Martha Allen Kim

Chair of the Supervisory Committee:

Professor Mark Oskin

Computer Science and Engineering

While Moore’s Law has advanced the semiconductor and technology industries, it has simul-

taneously driven up the cost of engineering a chip in a modern silicon process. The result

is that fewer and fewer chips are produced in larger and larger volumes, stifling hardware

diversity.

This thesis introduces brick and mortar chips, which aim to obtain the benefits of

Moore’s Law without the financial side effects. Brick and mortar chips are made from

small, pre-fabricated hardware components (called bricks) that are bonded in a designer-

specified arrangement to a communication backbone chip which serves as the mortar (called

the I/O cap).

Our research examines several aspects of this chip manufacturing system. We develop a

family of functional bricks, demonstrating a methodology for developing families that make

efficient use of physical computation and communication resources. For high-performance

communication between arbitrary combinations of bricks we propose a polymorphic on-

chip network. This network allows a single I/O cap to be configured to implement the ideal

network for any particular application. We analyze a low-cost, physical component assembly

technique called fluidic self-assembly, and find that the chip production rate is intertwined

with the architectural design of the components. To minimize application execution time

on these partitioned chips, we develop software partitioning and mapping techniques which

balance communication costs against computational resource contention.





We close with a case study: an analysis of a brick and mortar implementation of a chip

multiprocessor. Despite this being a highly latency sensitive design, our measurements indi-

cate a worst case 36% average slowdown in application execution compared to a traditional,

monolithic chip. Based on this, our cost analysis, and a survey of related technologies, we

conclude that brick and mortar offers the best available performance for its price.
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Chapter 1

INTRODUCTION

Technology scaling has produced a wealth of transistor resources and corresponding

improvements in chip performance. However, these benefits come with an increasing price

tag, due to rising design, engineering, and validation costs of modern chips [15]. The result

has been a steady decline in unique application-specific integrated circuit (ASIC) designs

that enter production [21]. This initiates a vicious cycle. Fewer unique chips means that

fabs have fewer customers across which to amortize their costs, leading to even higher costs

for those who do manufacture chips. The cycle completes as higher chip manufacturing

costs exclude even more potential manufacturing customers.

1.1 The problem with Moore’s Law

While Moore’s Law has fueled the semiconductor industry, it has also fueled this spiral of

increasing costs and shrinking fab customer bases. As transistors have shrunk, the cost of

fabricating a semiconductor device has grown commensurately. While the fabrication cost

per transistor has steadily declined [62], multiple other expenses have ballooned, contribut-

ing collectively to the growing total. For example, small features are more susceptible to

process variation than larger ones, increasing the range of variation and the proportion of

faulty chips. In addition, the smaller the transistor, the more of them that can fit in a

given amount of silicon. The result is that circuit complexity has been increasingly out-

stripping designer productivity, in a phenomenon referred to as Moore’s Law’s corollary of

“compound complexity” [143].

The industry has dealt with these challenges by increasing the engineering effort that

goes into each chip. This effort manifests itself as larger design teams, or longer product

cycles, and often both at once. The vast majority of this engineering effort is incurred once

per chip design, and does not vary with the number of chips produced. Accordingly, this
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expense is called the non-recurring engineering cost (NRE) of a chip. Industry analysts

estimate that the NREs for a typical 90nm standard cell ASIC can range from $5M up to

$50M [113].

Maintaining a particular price per chip in the face of skyrocketing NREs requires larger

and larger batches of chips. This is because the single NRE is shared evenly across the

population of chips produced. The larger the population, the smaller the impact of the NRE

on individual chip cost, so chips produced in large batches cost less than chips produced in

small batches. Growing NREs are pushing the line that divides “small” from “large” higher

and higher. The result of this situation is that only high-volume chip manufacturers, or

those who can sell smaller batches at high prices, can afford to be in the chip business.

Moreover, at the same time that complexity and engineering effort have been soaring,

the commercial market has been demanding and rewarding short chip design cycles. This

is due to shrinking product lifetimes and the increasing competitive importance of being

the first to market with a new product. A technology that succeeds in reducing engineering

effort will simultaneously attack the cost of chip preparation as well as its time to market.

This research seeks to develop such a technology: one that reaps the benefits of Moore’s

Law (e.g., high clock speeds, integration) without incurring the downsides (e.g., high NRE

costs, long time to market). A viable technology with these characteristics would serve

markets that today are economically unreachable.

1.2 Brick and mortar overview

We propose a system, called brick and mortar, which is designed to allow fabricated ASICs

to be used in many different chip designs. In this way, brick and mortar achieves high volume

usage of the individual ASIC components while producing small batches of any given chip.

The purpose is to reduce the non-recurring engineering costs as much as possible while

maintaining, to the largest extent possible, the other benefits of ASICs.

1.2.1 Description

At the heart of the brick and mortar manufacturing technique are two architectural compo-

nents: bricks, which are mass-produced pieces of silicon containing processor cores, memory
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arrays, small gate arrays, DSPs, FFT engines, and other IP (intellectual property) blocks;

and mortar, an I/O cap, that is a mass-produced silicon substrate containing inter-brick

communication infrastructure and I/O support. In the brick and mortar process, engineers

design chips by assembling an application-specific layout of bricks. This arrangement of

bricks is then bonded, as illustrated in Figure 1.1, to the I/O cap that interconnects them.

Applications can execute on this chip exactly as they would on a traditional chip. Be-

cause this chip is constructed from discrete dies, the difference between local communication

within a functional core and between functional cores is more pronounced. Thus, it is es-

pecially critical for performance on such a chip that an application be carefully partitioned

and mapped to the functional cores.

Application

Brick

I/O cap

Flip chip bonds

Software

Hardware

Partitioning and 
placement

Figure 1.1: Cross-section of brick and mortar chip.

1.2.2 Key advantages

Before delving into the details of brick and mortar chip design, we highlight, qualitatively,

the central reasons we pursue this research. The remainder of this thesis will revisit these

issues with quantitative analysis.
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• Reduced cost. This is the chief motivation for brick and mortar chips. The aim is

to produce a low-cost alternative to ASIC chips. The cost savings of brick and mor-

tar stems from mass-production of the constituent parts. Although the components

themselves are ASICs, they are produced in bulk to be reused in a variety of end

user designs. This reuse amortizes the design and verification cost of the components

across multiple products. In addition, bricks are small, resulting in lower individual

design and verification costs to begin with.

• Compatible design flow. Today ASIC designers employ significant amounts of ex-

isting IP to produce chips. This improves design reliability and saves design time. In

such design flows, the IP blocks are provided as “gateware” netlists. The designer

integrates these netlists into a complete design which is then manufactured. Brick

and mortar is compatible with this design flow, merely moving the bricks from design

modules, which fit into synthesis tool flows, to physical bricks, which fit into a man-

ufacturing flow. The IP blocks are pre-manufactured physical entities which will be

bonded to a general purpose communication substrate, the I/O cap. In many ways,

bricks are the modern-day analogue of the 7400 series of logic, and the I/O cap is

the modern wire-wrap board. Rather than spin custom ASICs for products, engineers

could purchase these pre-fabricated components and bond them together as needed.

• ASIC-like speed and power. Because most of the logic of a brick and mortar chip

exists within a single ASIC component, its performance, in speed and power, will tend

to be closer to an ASIC than other custom logic implementation techniques, such as a

field programmable gate array (FPGA). When a design calls for it, gate array bricks

can implement any necessary custom logic.

• Mixed process integration. As we will show, bricks must comply with a standard

physical and logical interface. They do not, however, have to be built from the same

underlying technology. This makes it readily possible to mix and match bulk CMOS,

SOI, DRAM and other process technologies into the same chip.
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• Improved speed. A subtle positive effect with brick and mortar production is that

under certain circumstances it can potentially produce higher-performing large chips

than an ASIC process. This is because bricks can be partitioned according to speed

grade, and chips then produced from parts with like grade.

• Improved yield. Large brick and mortar chips can have a higher yield than large

ASICs. The advantage comes from assembling a large chip out of many smaller com-

ponents. The smaller the component, the higher the yield. One can test component

bricks before assembling them, ensuring only functional bricks are included in any

assembly, and resulting in an extremely high overall yield.

1.2.3 Key challenges

These benefits will not come for free. Brick and mortar chips will achieve them only through

careful design of the necessary hardware, software, and manufacturing subsystems:

• Communication network. The communication infrastructure to be implemented in

the I/O cap presents a particular challenge. It must be fixed in silicon well before the

brick and application layers that are to use it have been determined. Because of this,

the communication infrastructure must be general purpose, while also endeavoring to

maintain as much of the performance of an application-specific network as possible.

This combination, high performance and general, is a very sensitive balance.

• Brick family design. The more applications implementable with brick and mortar

the greater the cost savings the system can offer. It is important to keep this need

for re-use in mind when designing a brick family. Specifically, the bricks must have

appropriate sizes and useful functions.

• Component assembly. Brick and mortar chips introduce a new step to the chip

fabrication pipeline: die assembly. It is essential that the assembly technique one uses

not be so costly that it erases the savings gained elsewhere by brick and mortar. The

assembly options that are available trade off assembly speed and cost.
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• Software. Because they reside on different physical dies, there is a greater “distance”

between cores in a brick and mortar chip than in a traditional chip. This makes the

quality of the application’s mapping to computational cores extremely important to

overall performance.

1.3 Contributions of the thesis

The contribution of this thesis is the brick and mortar manufacturing system and an analysis

of its subsystems.

• An analysis of ASIC manufacturing costs Our model can be used to define the

bounds within which brick and mortar can save cost relative to an ASIC.

• A polymorphic on-chip communication network architecture Our on-chip

network design space exploration indicates that there is no network that is universally

optimal for varying workloads. One can always improve overall performance of a

system with varying workloads if the communication network can be tailored to fit

each workload. This configurable network can be adapted to the unknown workloads

of a brick and mortar chip or to varying workloads on a monolithic chip.

• A brick family design methodology The methodology we present sizes bricks in

order to best fit the communication and circuit area needs of the desired IP cores.

• A sample system-on-chip brick family We employ this brick family development

methodology to construct a family of bricks for system-on-chip designs.

• Quantification of interaction between component assembly and component

architecture Simulating the assembly of sample chip designs, we discover how the

chip to be assembled affects assembly speed. We propose changes to the assembly

process and component architecture based on these observations.

• A parametrizable software partitioning algorithm An application’s mapping

onto a highly partitioned chip such as brick and mortar significantly affects its perfor-
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mance. We explore existing mapping algorithms and propose a hierarchical, parametrized

algorithm which can be tuned to match the application partitioning to the application

and to the hardware components.

• A study of brick and mortar CMP implementation We examine a brick and

mortar implementation of a chip multiprocessor (CMP) from the perspectives of per-

formance and process variation. We find the SPLASH2 [145] benchmarks execute an

average of 36% slower on a brick and mortar chip. This slowdown is disproportionately

small relative to the potential cost savings of the brick and mortar technique, and can

be removed entirely in some chips by speed binning components prior to assembly.

1.4 Thesis outline

The following chapter presents an economic model of ASIC and brick and mortar chip

manufacturing as well as an analysis of the economic opportunity for brick and mortar.

Chapters 3 through 6 examine each of the subsystems required to make brick and mortar

a viable ASIC alternative. We work from the bottom of the stack to the top. Accordingly,

Chapter 3 starts by presenting a network design for the I/O cap. Next, Chapter 4 examines

brick family design and posits a system-on-chip brick family. Chapter 5 examines how to put

these components together. In it, we examine manufacturing techniques for assembling and

bonding bricks to an I/O cap and for packaging the completed chip. Finally, in Chapter 6

we study algorithms to map software onto tiled chips such as brick and mortar. We analyze

existing algorithms and, based on our findings, present a novel, tunable placement algorithm.

In Chapter 7 we look at a brick and mortar case study: a chip multiprocessor design. We

examine the performance of a CMP built with brick and mortar, as well as opportunities

to exploit process variation amongst the components of this design.

Chapter 8 surveys existing chip manufacturing techniques and how they relate to brick

and mortar, as well as technologies related to each of the subsystems examined in Chapters 3

through 6. In the concluding Chapter 9, we discuss potentially attractive variations of the

basic brick and mortar proposal presented and explored in this thesis. We also indicate

some veins of future research that build on this work.
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Chapter 2

MANIPULATING THE ECONOMICS OF CHIP FABRICATION

To quantify the economic benefits of the proposed process we developed a model of

chip production costs. This model has two parts. The first part approximates the cost of

manufacturing dies in an ASIC process, and the second part calculates the cost of using

those dies to produce a brick and mortar chip.

2.1 ASIC cost model

The cost of an ASIC has two components: the non-recurring engineering cost (NRE) that

is incurred once for a given design and the unit cost that is incurred once for each chip

produced. The top half of Table 2.1 lists the equations that make up this model.

2.1.1 Non-recurring engineering cost

The approximation of ASIC cost is based on several assumptions which are expressed to the

model as input parameters. One of the inputs is the assumed NRE. The NRE includes all

engineering effort encompassing circuit design, RTL implementation, functional verification,

and physical verification of signal integrity, power, and timing. This can take large teams

a long time, and with an engineer’s time costing upwards of $380,000 per year [141], the

engineering cost is nearly always a seven-figure number. While the engineering cost usually

accounts for the largest share of the NRE, the sum includes several other expenses. NREs

also encompass the cost of tools, IP licenses if necessary, and photolithographic masks.

ASIC design tools typically cost more than $300,000 [146]. Mask cost has been roughly

doubling every technology node, resulting in a complete set of 90nm masks costing between

$1M and $3M [146].
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2.1.2 Unit cost

The unit cost of a chip is the incremental cost of producing each individual chip. In our

model we assume a constant unit cost (i.e., the millionth chip costs the same to produce as

the first chip), but in reality this is not always the case. Fabs often offer an “economy size”

option and discount especially large orders [71]. Also, actual unit costs can shrink, as fabs

refine their processes and become more efficient over time.

Fabrication: Our approximation of unit cost starts by looking up published processed

wafer costs from IC Knowledge [60]. We calculate how many whole dies of a given size fit

on a wafer. Dividing the cost of a processed wafer by this number produces the cost of each

die.

Test: In 2000, the cost to test each transistor was 10% of the cost to manufacture it.

However, as transistors become cheaper and testing becomes more difficult, it is projected

that by 2015 it will cost more to test a transistor than to make it [73]. To approximate

the cost of testing the dies, we first approximate die test time by assuming a base, constant

test time for maneuvering the die to and from the test harness. We then add to it some

additional test time proportional to the die area. We compute the die test cost from this

test time using an assumed test cost per hour. The manufacturing yield is the percentage

of manufactured devices which pass post-manufacturer testing. Every die that fails testing

still incurred the manufacturing and test expenses, driving up the effective cost of each

working die. We estimate the yield based on an assumed defect rate per unit area and then

apply it to the total die cost.

Given these two components, NRE, and UnitCost, the total cost of producing a batch

of x chips is simply NRE + x · UnitCost. This makes the price of one of those x chips

NRE+x·UnitCost
x

.

2.2 Opportunity for brick and mortar

Using this model we can analyze the open window of opportunity for brick and mortar. In

Figure 2.1 we have plotted the price of a chip (in the y dimension) produced at a given

volume (in the x dimension). Note that this is a log-log plot. Each line indicates the chip
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Table 2.1: ASIC and brick and mortar chip cost models.

ASIC cost

Inputs

WaferDiameter 200mm and 300mm wafers in production today

FeatureSize This is the technology node: 130nm, 90nm, etc.

MaskLayers Data available from IC Knowledge [60] for 24 and 26 layer processes

TestCostPerHour Hundreds of dollars per hour [56]

FixedTestT ime Assumed no more than a minute

TestT imePerArea Depends on the process technology, logic, and completeness of test;

anywhere from .08 to 2.5 seconds per mm2 [140, 114]

DefectsPerArea Can range from 1.0 to 0.1 defects per cm2 [60]

NRE Varies between $5M and $50M [113]

ProductionV olume

Equations

ProcessedWaferCost = LookupICKnowledge(WaferDiameter, FeatureSize, MaskLayers)

WaferArea = π · (WaferDiameter
2

)2

NumberDies = WaferArea
DieArea

−

π·WaferDiameter√
DieArea

TestT ime = FixedTestT ime + (TestT imePerArea · DieArea)

TestCost = TestCostPerHour
60 cdot60

· TestT ime

DieY ield = ( 1+DefectsPerArea·DieArea
α

)−α

UnitCost =
W aferCost

NumberDies
+TestCost

DieY ield

ASICCost = NRE+ProductionV olume·UnitCost
ProductionV olume

Brick and mortar cost

Inputs

IOCapCost From ASIC cost model

NumBricks Can be anything, but we expect numbers in the 32 to 64 range

AssemblyCost Low, simply the cost of the liquid and polymer for the shaker table

TestT ime Assumed the same as ASIC

TestCostPerHour Assumed the same as ASIC

Y ield

Equations

TestCost = TestCostPerHour
60·60 · TestT ime

Y ieldedChipCost =
(IOCapCost+NumBricks·BrickCost)+AssemblyCost+TestCost

Y ield
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price assuming a different NRE ranging from $1M to $50M.1 As one can see from the y-

intercepts, if only a single chip is produced, the effective price of that chip is dominated by

the NRE. However, as more and more chips are produced, the NRE is amortized away and

the price of a chip asymptotically approaches the unit price.

$1
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$10,000

$1,000,000

$100,000,000

1 100 10,000 1,000,000 100,000,000

Market size (number of chips)
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ri
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e
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r 
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NRE = $50M
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NRE = $1M

Unreachable markets

Reachable markets

Figure 2.1: Effect of increased non-recurring engineering costs on chip production cost at
different market sizes and price points.

There are multiple ways to analyze this data. The first is to track the price of a particular

chip as NREs grow. For example, in order to maintain a price of $100 per chip as the NRE

grows from $1M to $50M, a market must increase in size from 15,298 to 764,877 units.

Alternately, if one maintains a fixed market size of 1M units, the price of a chip will more

than double from $35.63 to $84.63.

A second analysis takes the plot as a two dimensional market space that is split into two

regions by the lines. In this view, one can plot any chip market, real or hypothetical, in

the space using the size of the market (x-value) and the chip price it will support (y-value).

1The other ASIC cost model inputs that generated this plot are: WaferDiameter = 300mm,
FeatureSize = 90nm, MaskLayers = 26, TestCostPerHour = $500, FixedTestT ime = 1 minute,
TestT imePerArea = 1 second, DefectsPerArea = 0.5 defects per cm2.
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Any markets that fall upwards of a given line are considered reachable. This means that one

can produce chips and sell them to this market at a profit (however small). On the other

hand, if a market falls below a line, it is considered unreachable, meaning that the market

cannot support the cost of chip production. This plot illustrates the phenomenon alluded

to in Chapter 1, that increasing NREs make small, low-cost markets unreachable. As NREs

increase, the line separating reachable and unreachable markets creeps upward and to the

right, away from inexpensive, low-volume markets. These are the markets that brick and

mortar aims to serve.

2.3 Brick and mortar cost model

We estimate the cost of a brick and mortar chip by building on the ASIC cost model from

Section 2.1. We use this model to compute the cost of the bricks and I/O cap. To the cost

of the components, we add the cost of assembling them and testing the assembled chip. The

yield then can be applied to this raw cost to produce an estimate of the yielded brick and

mortar chip cost.

2.4 Quantifying the advantage of brick and mortar
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Figure 2.2: Comparison of total production cost for ASIC and brick and mortar chips as a
function of batch size.
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Figure 2.3: Brick and mortar threshold batch size as a function of brick and I/O cap
production volume.

The purpose of brick and mortar is to provide a more economical option than ASICs

for small batches of chips. Figure 2.2 plots the total production cost of a batch of chips

as a function of the size of the batch for both ASIC and brick and mortar.2 The NRE

of each technology determines the y-intercept of these lines (the expense incurred before

a single chip is produced) while the unit cost determines the slope (the cost to churn out

each individual chip). We call the production volume at which these two lines cross the

“threshold”. If one’s desired batch of chips exceeds the threshold, it is more cost-effective

to build an ASIC. However, if one’s batch is smaller than the threshold, brick and mortar

will be more economical.

The value of this threshold indicates the utility of brick and mortar. The larger the

threshold, the more markets brick and mortar can serve cost-effectively. Figure 2.3 plots

the threshold as a function of the assumed component production volume (i.e., brick and I/O

cap production volume). Note the positive correlation between these two values. The larger

the batches of components, the less expensive they will be.3 Less expensive components

2The ASIC model inputs for the brick and I/O cap were the same as Figure 2.1 including NRE = $4M

and ProductionV olume = 1, 000, 000. The brick and mortar model assumes 32 bricks per chip.

3As Figure 2.1 illustrates, the price reduction is asymptotic towards the unit price of a chip.
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means less expensive brick and mortar chips, which will push the threshold volume for

building an ASIC even higher.

In our analysis, the component production volume is the independent variable (x), but

in practice its value will depend on the threshold (y). The higher the threshold, the more

scenarios in which brick and mortar under-prices an ASIC, making it feasible to produce

components in larger volumes. In fact, we have a feedback loop in which increasing either

variable (threshold or component volume) will increase the other. Thus in designing the

brick and mortar process, maximizing either variable will work. Since component production

volume is an input to our model, we will seek to maximize the utility of brick and mortar

by maximizing the threshold.
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Chapter 3

POLYMORPHIC ON-CHIP NETWORK

The I/O cap is a silicon die that has three primary functions: (1) to provide power,

clock and ground to the bricks; (2) to house I/O pads for connectivity to external package

pins; and (3) to provide connectivity between bricks. The first two offer little in the way of

brick-and-mortar-specific architectural questions, so we focus on the third to drive the I/O

cap design. Because each chip will have the same I/O cap but a unique brick arrangement

and application, the interconnect in the I/O cap must be flexible. This chapter examines

the communication requirements and proposes a suitably flexible network on-chip (NoC)

architecture.

3.1 On-chip network design space exploration

To understand the requirements of the I/O cap’s network, we conducted an exploration

of the NoC design space, examining the performance of different network architectures

operating under a range of traffic patterns.

3.1.1 Methodology

NoC designs. To explore a wide range of NoC designs, we vary not only the network

parameters (e.g., queue capacities and packet sizes) but also the policies and structure of the

network itself (e.g., the topology and arbitration algorithm). The first section of Table 3.1

defines the 360 NoCs in our design space.

We selected the topologies to cover a range of radices – from the highly-connected

flattened butterfly, to the less-connected ring – and several widely-used topology families.

For each topology, we used a deterministic, minimal, oblivious source routing algorithm. The

design space includes two buffered arbitration policies: store-and-forward and wormhole [37]

the latter of which reserves and preserves a connection at each switch until all packets in a



16

message have traversed the switch.

The topology, routing algorithm, and arbitration policy define the network. The perfor-

mance of a network can vary a great deal based on its resources. Thus we include a range

of queue capacities and packet sizes in the design space as well.

Cycle-level simulation. We measure the performance of each network using a software

micro-architectural network simulator. The simulator is execution-driven and models the

network on a cycle-by-cycle basis. We validated this simulator by successfully reproducing

data from prior work [139].

Traffic patterns. The cores interact with the network using arbitrary-length messages

which are converted to and from fixed-length packets by converters at the boundaries of

the network. To drive the simulations, we use three synthetic workloads. The first of these,

uniform random traffic, is a widely used traffic generation pattern, in which each node

generates a message every cycle for a randomly chosen recipient node. This workload has

traffic characteristics similar to an application with near-random data accesses running on

a CMP (e.g., a breadth first graph traversal [152]). For this workload, and the others used

in this study, the packets are injected via a Bernoulli process.

The other two workloads are permutation workloads, in which each node sends packets

to exactly one other node. This is sometimes called an adversarial pattern, because, unlike

in the uniform pattern, the communication load is unbalanced. We experiment with two

workloads in this family: random permutation, in which the permutation of sender-to-

receiver nodes is randomly generated, and nearest neighbor, in which each sender sends

packets to a nearby receiver. The local adversarial pattern reasonably approximates a

system-on-chip design in which the designer took care to place communicating blocks near

one another to maximally exploit any locality in the application.

Area model. As on-chip interconnects are often designed under tight area budgets, it

is unrealistic to explore interconnection options on the basis of performance alone. Thus,

we adopt the methodology of previous work [14], and develop an area model for a network
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design. To balance model accuracy with design space size, we synthesize designs for the

base network components, including buffers, queues and crossbars. These base estimates

target a 90nm process, using high-performance GT standard cell libraries from Taiwan

Semiconductor Manufacturing Company (TSMC) for the memories, and a model of full-

custom layout of crossbar interconnects.

Table 3.1 describes the network model in more detail. The inputs to the model are the

parameter settings which define a particular network design. The synthesis-based section

of the table specifies the base area components, including queue and crossbar areas. We

then analytically combine the areas of the base components to estimate the total area of

the network circuit. Because networks are wiring-heavy circuits, we conservatively assume

a 20% wiring overhead [14] in the cell placement, in addition to the already-accounted-for

crossbar.

3.1.2 Results

The graphs in Figure 3.1 come from 64-node (N from Table 3.1 = 64) network simulations.

On the x-axis is average packet latency while on the y is the average throughput. There

is one graph per traffic pattern, with each point in the graphs representing one network

design. The circled points indicate the networks that are Pareto optimal for the given

workload. These are the designs for which one dimension cannot be improved (latency

reduced or throughput increased) without sacrificing in the other dimension (increasing

latency or reducing throughput).

First, we examine the design trade-offs when implementing a network for a single traffic

pattern. For example, the first graph shows that the Pareto optimal network designs for

uniform random traffic include all four topologies. The fat tree and mesh offer the lowest-

latency optimal designs, followed by the butterfly with double the latency, and lastly by

the ring with quadruple. Over these optimal designs, increases in throughput come only

with accompanying increases in latency. With both the fat tree and mesh, short queues (4

entries) and large packets (128 bits) give rise to the aggregate optimal performance. At the

other end of the spectrum, the ring, when provisioned with the same large packets, has a
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Table 3.1: On-chip network design space and hybrid synthesis-analytical area model

Network Design Space Parameters

Description Symbol Range

Number Of Terminals N 16,64,256,1024

Topology T

8

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

:

butterfly (k = 2)

fat tree (k = 2, levels = 3)

flattened butterfly (k = 2)

mesh

ring

Routing Algorithm R deterministic

Arbitration Algorithm A store-and-forward, wormhole

Message Size M 256

Packet Size P 32, 64, 128

Switch Packet Queue Capacity SQ 4, 16, 64

Converter Packet Queue Capacity CPQ 4, 16, 64

Converter Message Queue Capacity CMQ 4

Synthesis-Analytical Area Model

Description Symbol Value

Synthesis

Queue area Queuearea 0.00002 mm2/bit

Wire pitch χ 0.00024mm [63]

Crossbar area XBararea χ2 × Din × Dout × P2 [39]

Wire overhead Warea 20%

Analytical

Number Of Switches S

8

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

:

N
k

× log(N) if T is butterfly

N
k

if T is flattened butterfly

N + N

k2
+ N

k4
if T is fat tree

N if T is mesh

N if T is ring

Switch Degree D

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

k + logk( N
k

) if T is flattened butterfly

k if T is butterfly
8

>

>

>

>

<

>

>

>

>

:

2 if leaf

k2 + 1 if internal

k2 + 4 if root

if T is fat tree

5 if T is mesh

3 if T is ring

Switch Queue Area SQarea SQ × P × Queuearea

Switch Area Sarea SQarea × D + XBararea + SQarea × D

Converter Message Queue Area CMQarea CMQ × QPB

Converter Packet Queue Area CPQarea CPQ × QPB

Converter Area Carea 2 × CMQarea + 2 × CPQarea

Network Component Area Narea S × Sarea + N × Carea

Total Network Area Iarea 1.20 × Narea
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Figure 3.1: Latency and throughput of on-chip interconnect design space.
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long transmission latency, but offers significantly higher throughput.

In the case of random adversarial traffic, Figure 3.1 indicates that a fat tree once again

offers the lowest-latency communication option. As with uniform random communication,

some communicating nodes are going to be at a distance in the network, and thus, the

non-neighbor connections proffered by the higher levels of the tree speed that traversal.

The differences in throughput amongst the fat tree designs on this workload are entirely

attributable to packet size: the larger the packet the higher the throughput. This is feasible

under the area budget, because the network does not require particularly deep queues on

this workload. The same is true of the mesh network, for which the best designs incorporate

large packets (128 bits) and short queues (4 entries) to maximize throughput under the area

budget. However, on average, the packet latency through the mesh is slightly higher than

the fat tree due to the neighbor-only links.

By contrast, the local adversarial traffic experiences exactly the opposite result. While

random traffic latency suffered on neighbor-only topologies, the local adversarial traffic,

which is neighbor-only, took good advantage of those topologies. Thus, for this workload,

the mesh topologies are optimal, with the ring not far behind.

While we see that there is a network to fit each workload, there is no network to fit

all workloads. In other words, no network in the design space is optimal across all three

workloads. The optimal designs often differ in topology, and, when the topologies are the

same, the resource provisioning is very different. Although these workloads are synthetic,

it would not be far-fetched to encounter three similar patterns in the I/O cap, depending

on the brick selection and the application or input data set that is running. Unfortunately,

in selecting a single network, one will necessarily have to sacrifice performance on one or

more workloads.

3.2 Polymorphic network microarchitecture

Having empirically realized that no single fixed-design on-chip network efficiently commu-

nicates different styles of traffic, we have designed the polymorphic on-chip network. This

network can be configured at runtime to mimic traditional fixed-function networks. From a

hardware standpoint, the network is built from a sea of resources, namely buffers and cross-
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bars. Careful design allows post-fabrication or even runtime configuration of these resources

to form an interconnect with a custom topology, buffer allocation, and packet size.

Such a network should be useful in a brick and mortar I/O cap where the brick config-

uration and application are unknown at the time the cap is fabricated. The polymorphic

network would also be useful in a more standard monolithic device that will run multiple

applications. The data, presented in Section 3.1.2, indicate that, even with a fixed hardware

configuration, varying applications alone are sufficient to produce network workloads which

benefit significantly from a customized network. The discussion of the polymorphic network

will continue with the I/O cap use in mind, but will comment on this potential alternate use

when appropriate. First we will describe the microarchitecture of the configurable fabric,

followed by some examples of how to take advantage of the polymorphism.

3.2.1 Configurable switches

A switch in the polymorphic network, like a classic switch, consists of input and output

packet queues, routers, arbiters and a crossbar of connections. As illustrated in Figure 3.2,

we call the set of input queue, router, and arbiter a slice. These slices are clustered into

regions. Although Figure 3.2 illustrates eight slices per region, in the following section we

will explore different parametrizations of this underlying fabric structure.

The crossbar connecting the slices in a region is a double crossbar that allows redefinition

of the input connections as well as the usual dynamic definition of output connections. The

diamond-shaped intersections on the incoming packet lines in Figure 3.2’s slice detail denote

the static connections, while the circular intersections indicate the dynamically switching

output connections. Although Figure 3.2 shows these crossbars as bidirectional, they in fact

consist of two unidirectional wires, because drive buffers can be employed only on directed

wires. This makes these wires physically segmentable, with a potential segmentation point

between each of the slices.

Each slice supports two virtual channels, which can share the available buffer space,

using a flexible sharing scheme [38]. Networks requiring more than two channels, must

aggregate multiple slices together.
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Figure 3.2: Microarchitecture of the polymorphic on-chip network.

The configurable connections between input wires and crossbars and the ability to seg-

ment a crossbar make it possible to construct switches out of slices from different regions in

the fabric. This ability to aggregate slices from different regions into one logical switch turns

out to be very valuable, as it permits a dense packing of switches in the fabric. This has

two benefits. First, as the input and output queues consume most of the area of this fabric,

it is important to waste as few of them as possible when configuring the network. Second,

the closer the switches are physically, the shorter the routed links that connect them must

be, leading to less link routing congestion and less capacitive load on those links.

Imagine if one had an 8-slice region configured as two 4 × 4 switches consuming all of

the eight crossbars in the region. The ability to segment a crossbar allows us to make one

of those switches larger if we desire, increasing it to a 5 × 5, by pulling in a slice from a

neighboring region. This new slice must connect its input to a crossbar that is not already

used within its own switch, meaning it must connect to a crossbar that the other switch is

using, which is possible only if the wires of the crossbar can be physically disconnected.
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3.2.2 Packet routing and arbitration

Each network slice contains routing and arbitration logic. These two pieces of logic serve

the same function as the router and arbiter in their classic switch counterparts. A router is

associated with an input queue and determines to which output to route the first packet in

the queue. Meanwhile each output queue has an associated arbiter which arbitrates write

access to the output queue amongst the requesting inputs.

The polymorphic network uses source routing, where each packet carries its pre-computed

route with it, rather than making routing decision at each point in the network. This al-

lows the network to support any static routing scheme, such as the one used in the design

space exploration presented in Section 3.1. However, this adds bits to the packet header,

reducing the payload of a fixed-size packet. One way to work around this, which we employ,

is to implement wormhole arbitration [36], allowing a lead packet to carry the route and

establish necessary connections, that are used by the subsequent packets belonging to the

same message.

Configurable link resources. The crossbars and any wires unemployed in switches can

implement connections between the switches. These connections are statically routed by

an FPGA-like wire routing algorithm. The connections in these crossbars are statically

configurable. They will implement one fixed topology per configuration.

Interface to cores. The polymorphic fabric will be connected to cores in much the same

way as a normal network-on-chip. One common network technique is to concentrate network

traffic, essentially gathering traffic from multiple cores and injecting it into one network

node. In a classic network, this resource sharing technique reduces the total size of the

network. If concentration or a similar technique would effect the workload in such a way as

to improve performance, the polymorphic fabric can readily be configured to concentrate

traffic upon injection into the network.

Configuration mechanism. Like an FPGA, the polymorphic fabric is configured via

bitstream. This bitstream can originate either from an on-chip memory or from an external
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source. In the first case, the OS or runtime system can configure the network by writing

to memory-mapped bits containing the configuration as it would any other I/O device.

This configuration technique would also work on a non-brick and mortar chip. The device

could also include a default network configuration to support applications which do not

specify their own custom interconnect. The question of when and how to reconfigure the

polymorphic fabric in such a chip is an open and future question that is elaborated on at

the end of this thesis in Section 9.2.

3.3 Example configurations

The fabric microarchitecture we have described makes it possible to customize the imple-

mented networks. The customization can happen in several ways including custom topology,

custom buffering, and custom packet size.

3.3.1 Custom topologies

Configuration of the fabric to implement a particular topology is a matter of forming

appropriately-sized switches and connecting them according to the desired topology. Fig-

ure 3.3 illustrates the mapping of a segment of a fat tree onto the fabric. It is a four-way

fat tree with three levels (the same topology used in the design space exploration in Sec-

tion 3.1.1). For legibility, we show the sub-tree of only one root node. In a full tree, the

unused routing resources on the north, south and east edges of this diagram are used to

connect multiple nodes together. Note that in the regions occupied by this design, only 8

of the 128 queues are not part of a switch and have gone unused. They are indicated by

“x” in Figure 3.3. The ability to form switches out of slices in adjacent regions enables this

high queue utilization. We have demonstrated the instantiation of a fat tree, because, with

highly-connected, high-degree switches, it demands a careful configuration of the fabric.

3.3.2 Custom buffer allocation

One can use this fabric to increase the size of the logical buffers in the switches. By

configuring a single slice to connect the input queue directly to the output queue, one forms
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Figure 3.3: Instantiation of a fat tree network in polymorphic fabric. The links that form
the mesh connections between root nodes are not shown.

a single logical buffer from two physically separate ones. In this buffer, packets advance

from the back half of the buffer to the front half automatically, as necessary. Another way

to view such a configuration is as a 1×1 switch, which does not route or switch, but simply

advances packets forward as a queue would.

Switch buffer resources can be increased individually. One can selectively increase buffers

on certain switches or ports as the application may demand. This capability dovetails nicely

with other research that develops tools to identify the ideal network configuration, including

buffer allocation, for an application [64, 90, 57].
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3.3.3 Custom packet size

Finally, one can also increase the network packet size. Instead of aggregating sequential

buffers, as in the previous example, one aggregates parallel buffers and links. In effect,

this increases the network’s packet size by increasing the datapath width. Both of these

queue enlargement techniques increase the per-switch, or per-link resource usage require-

ments of the fabric. However, with the polymorphic fabric, the increased resource usage is

commensurate with the analogous increase in resources of a classic ASIC interconnect.

Note that the polymorphic network configuration need not be restricted solely to general-

purpose interconnects. It can support nearly arbitrary application-by-application tailoring.

The performance benefits of such customization are well-documented in the literature [57,

53, 90], but were previously unattainable on a single hardware design.

3.4 Polymorphic fabric parametrization

The microarchitecture presented in the previous section outlines a schema of a polymorphic

fabric for implementing on-chip networks. Several parameters remains unspecified. These

parameters must be defined in order to actually implement a polymorphic fabric and are

listed in the first section of Table 3.2.

3.4.1 Parameter space

As Table 3.2 states, there are N slices to a region, each containing a queue that is W bits

wide and D entries deep. Each region has two N × H crossbars where H (the number

of horizontal bars) must be at least N (the number of slices in each region). Similarly,

each crossbar outside the regions is a V × H crossbar. We explore the parameter space

of polymorphic fabrics defined in the first section of Table 3.2, totaling 108 polymorphic

fabrics in all.

Based on the parameters, we can calculate the area of the base element of the fabric.

The base element consists of a region and a crossbar and is the minimal unit of fabric.

Multiple base elements can be produced to form larger swaths of fabric. The second section

of Table 3.2 details how the area of a base element is computed. In a region, there are N
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Table 3.2: Polymorphic fabric design space and area and configuration models.

Polymorphic network fabric design space parameters

Description Symbol Range

Number of slices per region N 2,4,8,16

Queue width W 32,64,128

Queue depth D 4,16,64

Width of horizontal configurable link tracks H N , 2 × N

Width of vertical configurable link tracks V N ,2 × N

Network configuration C each network in first section of Table 3.1

Polymorphic fabric area model

Description Symbol Value

Synthesis

Queue area Queuearea 0.00002 mm2/bit

Wire pitch χ 0.00024mm [63]

Crossbar area XBararea(Din, Dout) χ2 × Din × Dout × W

Analytical

Region area PolyRegionarea N × W × D × Queuearea+

XBararea(N, H)+

XBararea(H, N)

Crossbar area PolyXBararea 2 × XBararea(H, 2 × V )+

2 × XBararea(V, 2 × H)

Total area of base element BaseElementarea PolyRegionarea + PolyXBararea

Polymorphic fabric configuration model

Description Symbol Value

Base number of polymorphic queues PQueuesbase manual switch configuration

Queue depth adjustment Adjustmentdepth

8

>

<

>

:

CQueueDepth
D

if CQueueDepth > D

1 otherwise

Queue width adjustment Adjustmentwidth

8

>

<

>

:

CQueueW idth
W

if CQueueW idth > W

1 otherwise

Adjusted number of polymorphic queues PQueuesadjusted PQueuesbase×

Adjustmentdepth×

Adjustmentwidth

Number of base elements needed BaseElementsneeded PQueuesadjusted/N

Area of polymorphic fabric to implement C Fabricarea BaseElementsneeded×

BaseElementarea
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queues and two crossbars. One crossbar from the input lines to the horizontal bars which

is N ×H, and one crossbar from the horizontal bars to the output queues which is H ×N .

Between regions is a second crossbar. It consists of four crossbars, two of size H × 2V for

packets entering in the horizontal direction, from the left or right, and two of size V × 2H

for packets entering in a vertical direction, from above or below.

The number of base elements needed to implement a particular network, as well as the

resulting latency and throughput of the network, depend on how the polymorphic fabric is

configured. This is where the last parameter, the network configuration C, comes in. To

determine how much polymorphic fabric a particular network configuration will require, we

calculate how many queues each of its switches will require. This calculation was performed

manually for 2 × 2 switches up to 8 × 8 switches in each polymorphic fabric. These map-

pings account for the spatial blowup that occurs when a switch requires more bi-sectional

bandwidth than is available horizontally in a single region. These initial queue counts

are increased proportionally if a particular network configuration demands deeper or wider

queues than those provided by the polymorphic fabric. Note that in the reverse situation,

when a configuration calls for queues that are smaller than those provided by the fabric,

the queues in the polymorphic fabric cannot be subdivided, and the extra queue capacity is

simply wasted. Finally, we convert this queue count into a base element count by dividing

the number of queues by the number of queues per region (N).

3.4.2 Parameter selection

We explore the parameter space by varying the parameters outlined in Table 3.2 labeled

“Polymorphic network fabric design space parameters”. In each fabric, we instantiate each

of the networks from the initial network design space (from Section 3.1), counting how

many base elements are required to implement each network according to the model in the

section of Table 3.2 labeled “Polymorphic fabric configuration model”. Finally, we translate

these base element counts to area with the “Polymorphic fabric area model” from Table 3.2.

Figure 3.4 plots the average area expansion of each possible polymorphic fabric design across

all of the network configurations. Each bar corresponds to one polymorphic fabric design.
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Figure 3.4: Average area overhead of each polymorphic fabric across instantiations of all
members of the on-chip network design space.

The height of the bar represents the area of the polymorphic fabric relative to the ASIC

area of the network it is implementing. There are several overriding trends which govern

the quality of a polymorphic fabric:

• The “worst” fabrics, those that incur the greatest increases in area consumption on the

right side of Figure 3.4, are those which over-provision the polymorphic fabric queues,

either in depth or width. When configuring these fabrics to implement a network that

requires smaller queues, the excess queue capacity ends up costing area and offering

no benefit.

• For a fixed queue size, the more constrained the horizontal routing resources, the

greater the area overhead. When a switches input count exceeds the number of hori-

zontal routing wires, one must add extra stages to the switch to achieve the necessary

bisection bandwidth. This consumes unnecessary queues and with them, area.
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• The number of slices per region and the amount of vertical routing do not influence

area overhead with any notable pattern. Vertical routing resources are less significant

than horizontal routing resources because vertical wires are dedicated exclusively to

routing.

On the left hand side of Figure 3.4 we highlight the fabrics that incur, on average, the

smallest area overhead. In keeping with the overall trends, the best polymorphic fabrics

provide narrow and shallow queues, with generous routing resources in the horizontal and

vertical directions. These fabrics minimize waste, because queues are aggregated only when

the instantiated network design requires it. The most area-efficient polymorphic fabric

incurs a 40% area overhead compared to the average size of the ASIC network designs.

3.5 Evaluation of fabric flexibility

We continue our evaluation of the most efficient polymorphic fabric, one with four slices

per region, four, 32-bit packets per queue, eight horizontal and four vertical routing tracks

(N = 4, D = 4,W = 32,H = 8, V = 4). We now examine the amount of this fabric required

to implement each Pareto optimal network design from Section 3.1.1. Figure 3.5 plots these

results. Each pair of bars corresponds to an optimal network design. The height of the

black bar indicates the ASIC area of the network, and the height of the white indicates the

amount of polymorphic fabric required to implement the same network.

One can use this information to examine the flexibility of the polymorphic fabric. Once

one has committed to spending a certain amount of area on a polymorphic fabric (corre-

sponding to some point on the y axis of Figure 3.5), one can implement any network for

which the corresponding white bar does not exceed that area budget. Moreover, provided

it fits in the fabric, the network configuration needs not be constrained to be one of these

designs.

Figure 3.6 plots this flexibility as a function of the selected area budget. For small

area budgets, the number of Pareto optimal networks that fit inside the fabric is much

smaller, by approximately half, than the total number of Pareto optimal networks. This

indicates that when network area is scant, one is better off implementing a fixed-function
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network, because the flexibility of a polymorphic network is compromised. However, once

approximately 18mm2 has been allocated to the interconnect, a polymorphic fabric of a

given size can implement the overwhelming majority (90%, on average) of the viable (with

respect to size) optimal fixed-function networks. As a reasonably large chip, the I/O cap

clearly falls into the latter category.

Thus, this data indicate that there are only two cases in which one should not build

a polymorphic network: (1) when the application is fixed and well known ahead of time

(e.g., embedded fixed-function devices); or (2) if the interconnect area budget is less than

approximately 18mm2. This apparently-broad potential use opens a host of questions

which we discuss at the end of this thesis in Section 9.2.
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Chapter 4

EMPIRICAL BRICK FAMILY DESIGN

When it comes to bricks, there are several important architectural questions to address.

How do bricks communicate? How large is a brick? What is the appropriate functionality for

bricks to provide? We investigate these questions by examining how the physical constraints

placed on bricks influence the architectural decisions.

4.1 Brick form factor

We begin by discussing some of the physical constraints the brick and mortar chip system

imposes on a brick.

4.1.1 Brick size

A brick, naturally, cannot be smaller in area than the functional circuit it contains. This

circuit consists of an IP core, any local memory it requires, and logic to send and receive

messages over the physical interface to the I/O cap.

Bricks must communicate with other bricks through the I/O cap. Large bricks can

integrate more logic and/or memory on a single brick, thereby increasing performance via

the decreased amount of inter-brick communication. Larger bricks also mean those bricks

are more specialized, reducing their potential re-use across designs; hence, they are more

expensive. In addition, large bricks will have lower fabrication yields, making them more

expensive than small bricks. In contrast, small bricks are likely offer more design flexibility

and, because they are less specialized, more potential re-use across designs.

This trade-off in the architecture of a brick is best summarized as follows: dividing a

design into multiple bricks provides the benefits – brick re-use, design flexibility, etc. – but

also the costs – increased latency between components on separate bricks, and constricted

bandwidth as communication is routed through the I/O cap. For this technology, it is
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important to find a suitable balance between integration and generality in brick function.

Bricks will also have a maximum useful size. Early VLSI engineers observed a phe-

nomenon dubbed “Rent’s rule” [74]. Rent’s rule states that a circuit’s required I/O is

proportional to an exponential of its area (IO ∝ Areaβ where β < 1). While the precise

constant β used in the rule changes depending on the type of circuit, the structure of the

rule does not [17]. Prior work suggests that β = 0.45 for processors and memory, and

β = 0.6 for less structured logic [17]. Because the I/O of a brick is proportional to its size,

beyond some brick size the circuit contained inside the brick will not be able to utilize all

of the I/O available to it. One should design bricks that use the available I/O, because it

is through this I/O that fixed, inflexible bricks are connected in unique ways to produce

unique chip designs. Beyond this maximum brick size, designers no longer save any I/O by

integrating functions onto a large brick.

Finally, there can be multiple brick sizes. The more brick sizes offered, the better the

area and I/O offering of the bricks can match the true area and I/O requirements of the

circuit. However, we will require that the bricks conform to standard sizes, because it is

very difficult to design an I/O cap to interconnect arbitrarily-sized bricks.

4.1.2 Brick shape

Ultimately the bricks will be assembled into a two-dimensional array to be bonded to the

I/O cap. A simple, locality-aware placement algorithm could readily produce a suitable 2D

brick arrangement. To use space efficiently, it is important that the bricks be shaped such

that they can be packed together. While there are ddvantages to different brick shapes,

such as rectangles with the golden ratio, we will use square bricks.

4.2 Function selection

The applications for which we envision using brick and mortar manufacturing are those

which currently employ traditional ASICs, for example, wireless transceivers, media en-

coding/decoding, system-on-chip (SoC) integrations, etc. In these realms, the functional

blocks forming a design are fairly large (e.g., FFT engines, JPEG compressors, embedded

microprocessors).
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The cost savings of brick and mortar stems from re-use of the component parts. If a

particular brick is useful to only a small number of users, it is likely not worth including

in the family. The cost to produce it would be amortized over only a small number of

chips making it a very expensive brick. Fortunately, there is evidence of strong functional

component re-use in several design domains. For example, video and audio codecs that

implement different standards still share many blocks in common.

To develop this brick family, we used freely available IP cores to define bricks, collecting

Verilog source code from opencores.org [94] and other sources of publicly available IP [131,

120, 124]. Chapter 9 describes several other possible brick families that might be useful, as

well as ways to enhance the family designed here. All in all, there were 23 cores, which we

list in Table 4.1.

4.3 Technology selection

4.3.1 Standard cell libraries

We compiled the designs with the Synopsys DC Ultra design flow [130], targeting the 90nm

TSMC [135] ASIC standard cell library. We used a commercial memory compiler [12] to

generate optimized memory IP blocks.

4.3.2 Brick to I/O cap bonding

Flip chip bonds connect the I/O pads of each brick to the I/O pads in the cap. Studies

indicate that each bonding bump requires 25µm × 25µm in surface area and can provide

at least 2.5Gbps bandwidth [47]. We reserve 15% of these I/O pads for power, ground and

clock, but the remainder are available for data communication.

There are other bonding technologies that one could use here. Proximity communication

is one alternative [43]. In proximity communication the communication vias are left dangling

on the metal surface of the die. When dies are aligned, dangling via to dangling via, they

can communicate via capacitive coupling. This method has several advantages. The pads

are significantly smaller than flip chip pads, because they track die-internal feature sizes,

as opposed to the larger die-external features of flip chip pads. Proximity communication
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also makes it possible to execute real applications on the chip without physically bonding

bricks to the I/O cap. While flip chip bonding allows only a built-in self-test (BIST) of

the parts prior to component bonding, proximity would allow more complete, whole chip

testing prior to permanent component bonding. We chose to use flip chip bonding in spite

of these advantages, because it is a more mature process that is already common in fabs

today.

4.4 Brick assignments

Just as Rent’s rule was originally developed through empirical observation, we too determine

the appropriate brick size through empirical data. We use synthesis to determine the area

and I/O requirements of the desired IP cores and then select the most reasonable brick sizes

based on this data.

Synthesizing a functional Verilog module determines its area, I/O pin count, and maxi-

mum operating frequency. We compute an upper bound on the bandwidth requirements of

the module by multiplying the pin count by the maximum operating frequency.

Based on this data and the constraints outlined above, we conclude that three brick

sizes are reasonable: small (0.25mm2), medium (1.0mm2) and large (4.0mm2). The bricks

are square shaped with four small bricks packing into the footprint of a medium, and four

mediums packing into the footprint of a large.

Table 4.1 shows the assignments of IP core to brick. Each brick size offers a fixed I/O

bandwidth based on the brick area. We have converted these bandwidth limitations into

upper bounds on the brick clock speed by assuming the 2.5Gbps per pin from prior work [47].

This upper bound is also restricted by the speed at which the IP block can operate in a

90nm TSMC standard cell process. When present, the lower frequency bound indicates the

minimum speed required to meet application requirements (e.g., an ethernet device must

process data at the line rate).

The IP cores listed in Table 4.1 are sorted according to their sizes. We assign IP blocks

to the smallest brick size which could meet their area and application bandwidth needs.

Note that none of the medium bricks benefits from increasing the brick size, indicating

that none of them is I/O constrained. This is a direct effect of Rent’s rule. The data do
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Table 4.1: IP block synthesis results and brick assignments.
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Small Bricks

USB 1.1 physical layer [94] 2,201 2941 12 2 - 2941 No benefit No benefit

Viterbi [124] 2,614 1961 - N/A - 1961 No benefit No benefit

VGA/LCD controller [94] 4,301 1219 - N/A - 1046 N/A -1219 No benefit

WB DMA [94] 13,684 1163 - N/A - 521 N/A - 1163 No benefit

Memory controller [94] 29,338 952 - N/A - 843 N/A - 952 No benefit

Tri-mode ethernet [94] 32,009 893 1000 125 - 893 No benefit No benefit

PCI bridge [94] 76,905 1042 - N/A - 610 N/A - 1042 No benefit

WB Switch [94] 81,073 1087 - N/A - 88 N/A - 353 N/A - 1087

(8 master, 16 slave)

FPU [94] 85,250 1515 - N/A - 505 N/A - 1515 No benefit

DES [94] 85,758 1370 1000 16 - 1203 16 - 1370 No benefit

16K SRAM (Singleport) [12] 195,360 2481 - N/A - 2481 No benefit No benefit

Aho-Corasick [131] 201,553 2481 - N/A - 1331 N/A - 2481 No benefit

string match

RISC Core [94, 12] 219,971 1087 - N/A - 1087 No benefit No benefit

(no FPU,8K cache)

8K SRAM (Dualport) [12] 230,580 1988 - N/A - 1988 No benefit No benefit

Medium Bricks

Triple DES [94] 294,075 1282 1000 No space 16 - 1282 No benefit

FFT [120] 390,145 1220 - No space N/A - 1220 No benefit

JPEG decoder [94] 625,457 629 - No space N/A - 629 No benefit

64K SRAM (Singleport) [12] 682,336 2315 - No space N/A - 2315 No benefit

32K SRAM (Dualport) [12] 733,954 1842 - No space N/A - 1842 No benefit

RISC core (64K cache) [94, 12] 864,017 1087 - No space N/A - 1087 No benefit

Large Bricks

256K SRAM (Singleport) [12] 2,729,344 2315 - No space No space N/A - 2315

128K SRAM (Dualport) [12] 2,935,817 2882 - No space No space N/A - 2882

RISC core (256K cache) [94, 12] 3,111,025 1087 - No space No space N/A - 1087
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indicate, however, that five of the thirteen small bricks could take significant advantage of

the increased I/O bandwidth that a larger brick affords. In these cases, we envision brick

builders will do one of two things: (1) provide two different brick sizes, with the smaller

brick supporting only lower frequency designs, or (2) more likely, redesign the bricks to

take advantage of the added area of a larger brick. We did not investigate this aspect of

brick design in this study, but one option would be to group blocks of similar functionality

(e.g., an ethernet and USB controller on the same “general purpose computing I/O” brick).

Another option is to tune buffer sizes on the design. For example, the Aho-Corasick [131]

block can use additional buffer space to support more complex matching patterns.
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Chapter 5

HARDWARE COMPONENT ASSEMBLY AND PACKAGING

Previous chapters have examined the physical building blocks of a brick and mortar

chip: the bricks and the I/O cap. In this chapter we explore techniques to assemble and

align the bricks in the desired arrangement and to physically bond them to the I/O cap.

The most direct approach to brick arrangement is robotic assembly. Manipulating and

aligning devices at approximately the 1µm scale that is required for brick and mortar

is a solved mechanical engineering problem, and commercial systems already exist to do

this [156]. The drawback of these devices is cost. As with all non-recurring manufacturing

costs, the greater the expense, the greater the impact on the final price of the chip, partic-

ularly small batches of them. As the principle goal of brick and mortar chips is to provide

low volume manufacturing at low cost, we seek a lower-cost manufacturing technique.

5.1 Fluidic self-assembly

One such technique is fluidic self-assembly (FSA) [151]. With FSA, the objects to be

assembled, bricks in our case, are suspended in water in a closed container above a template.

This template contains an array of indentations corresponding in shape and size to the

bricks. The template/water/brick system is then carefully shaken, allowing the bricks to

move about and slip into the indentations in the template.

Figure 5.1 illustrates this process. To accommodate multiple brick sizes, FSA begins

with one assembly template per brick size. A single FSA process cannot assemble bricks of

differing sizes, because different brick sizes require different agitation forces. Simply running

at the maximum agitation force will work fine for the larger bricks, but the small bricks

will never settle into the template. This means that the assembly process would require one

FSA system per brick size.

Bricks begin loosely and randomly placed en masse in this water-filled compartment. The
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compartment is then gently shaken, causing the bricks to move around. As the bricks move

about, they fall into the brick-sized holes in the template at the bottom of the compartment.

Eventually all holes in the template will fill, completing the arrangement of bricks. Previous

work [48] has demonstrated this technique using components that have approximately the

same size as the bricks from Chapter 4.

... is assembled in 
three templates

A chip with this
 brick layout...

Supply each shaker table with a brick 
slurry of a given size. 

FSA aligns bricks 
to each template.

...and flip-chip 
bond to I/O cap.

I/O cap

(discard)Lift bricks off of templates...

wash and 
reuse

...bonded to the I/O 
cap...

... in succession.

With each brick 
size...

Figure 5.1: Fluidic self-assembly of a brick and mortar chip.

We propose the following process for inexpensive mass-production of brick and mortar

chips using FSA.

5.1.1 Brick modification

We modify the basic architecture of a brick to include a simple AC coupled power and

communication device that is capable of transmitting a unique identification tag. This tag



41

identifies the type of the brick to the substrate. This technology is well-established and in

wide use in RFID tags [43, 66, 87]. A simple version is suitable here, as the communication

of the identification tag need travel only a few micrometers, instead of a few feet.

5.1.2 Chemically-directed assembly

The specific FSA process on which we base our experiments is a semi-dry one [151, 99, 107,

108]. In this process, bricks of the same size are mixed with a small amount of water and

poured over an assembly substrate with correspondingly-sized binding sites. Parts arrive

at binding sites by random motion, thanks to the shaking of the substrate. When a brick

nears a binding site, there are three forces that determine how it falls into the site. First,

bricks are not exact squares, but rather modified in shape such that they can fit into binding

sites only when aligned properly [29, 48]. Second, they fall due to gravity. Third, capillary

forces assist gravity. This sort of capillary force-driven self-assembly [128] relies on the

minimization of inter-facial energy.

The substrate on which bricks are assembled can be coated with a polymer pNIPAM

(poly-N-isopropylacrylamide [55, 96, 58, 148]) which can be reversibly switched between

hydrophobic and hydrophilic states through a small change in the local temperature of the

binding site. This allows bricks to be attracted to, or repelled from, any site. As bricks fall

into binding sites, the template queries the brick, using the AC-coupled communication, to

determine the brick’s type. The substrate can then reject bricks that fall into the wrong

location by setting the polymer’s state to hydrophobic.

The ability to control the ejection or retention of a brick at a certain location allows

the logic embedded in the template to steer an otherwise random assembly process to the

desired final brick arrangement. Bricks that are the wrong type for a given location, or

simply do not pass the testing as described below, can be ejected from the template while

all others can be retained.
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5.1.3 Brick testing

Because they are bare, unpackaged silicon dies, bricks are not trivial to test. This includes

functional testing at speed and burn in. Historically, one had either to package a die or bond

it to a board in order to perform these tests. Packaging is not an option for a technology

such as brick and mortar or multi-chip modules (MCMs), the field which gave this particular

problem its name: the known good die problem. This threatens overall brick and mortar

chip yield, because an inability to test component parts until after assembly means that a

single bad component will ruin a whole assembly.

There are several solutions currently available, including temporary bonding [16] and

communication technologies that allow power and at-speed communication with a bare die

[150, 110, 4]. Any one of these options could work to weed out the bad bricks from brick and

mortar chip assemblies. We have selected capacitive coupling because it does not require

maneuvering the bricks in any way other than what the described assembly system already

requires.

5.1.4 Composite assembly

Once a complete template of same-size bricks has been formed, it is robotically lifted off the

substrate and placed onto the I/O cap, as shown in Figure 5.1. At a minimum, one must

perform this step once for each size brick used in the design. However, one could repeat

this step more than once for each size brick if so desired. The following section will outline

circumstances under which this might be the case.

5.2 Interaction with architecture

An interesting fact of brick and mortar manufacturing is that there is an extremely close

interaction between what one manufactures and how one manufactures it. In this section we

explore how the architecture of the chip affects and should be affected by the FSA process.

For this study we simulated the FSA process itself. The simulator matches production

capabilities of current experimental FSA systems [48]. It models assembly of bricks onto

the substrate, programmatic discard if they are the wrong type, and accidental discard (a
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Figure 5.2: Brick and mortar chip assembly time as a function of brick heterogeneity and
design size.

feature of the FSA process which, in a well-tuned system, happens 5% as often as bricks

bind to sites [48]). For this study, we utilized synthetic chip designs to examine assembly

times as the number of bricks and the number of kinds of bricks in a design varies.

The data in Figure 5.2 show that increasing the number of kinds of bricks (their hetero-

geneity) or the number of bricks required increases the assembly time exponentially. This

means that there are strategic decisions one can make at multiple stages – from brick ar-

chitecture, to chip architecture, to how one uses the assembly process – to control assembly

time. In the sections below we explore some of those decisions.

5.2.1 Brick design

The data in Figure 5.2 indicate that assembly time grows exponentially with the number of

kinds of bricks present in an FSA process. This means that one can reap significant gains

in assembly time by offering one single, slightly reconfigurable brick instead of two different

brick types with largely similar functionality. Brick functions where this might be possible

include byte- vs. word-aligned memories and bus interface standards.
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5.2.2 Interconnect design

Another interesting interaction between architecture and manufacturing is in the placement

of bricks. Specifically, if we can architect the system such that the placement of bricks

need not be identical for every instance of a design that is produced, the assembly time

will shorten dramatically. The data in Figure 5.3 indicate that by relaxing constraints on

brick placement, the assembly process will complete significantly more quickly. One way to

accomplish this is to carve the grid of bricks into square regions of slackRadius bricks on a

side. A brick that falls anywhere within a region can satisfy any of the bricks required by

that region (provided a brick of that type was indeed required by the region). The original,

strict, brick placement is simply the special case of a 1 × 1 region (slackRadius = 1).
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Figure 5.3: Brick and mortar chip assembly time as a function of brick heterogeneity and
brick placement relaxation.

Note that the solid lines in Figures 5.2 and 5.3 are identical. The 25-brick line in Fig-

ure 5.2 is the same as the slackRadius = 1 line in Figure 5.3, because the data in Figure 5.3

was collected using 25-brick designs and the data in Figure 5.2 with slackRadius = 1. These

graphs indicate that one can save approximately the same amount of time introducing a

slackRadius of 5 to a 25-brick chip (Figure 5.3), as by reducing the size of the design from

25 to 9 bricks (Figure 5.2).

If placement slack is allowed, a single chip design could result in a different brick layout
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for each chip that is assembled. In order to accelerate the assembly process in this way, the

communication infrastructure of the I/O cap must be sufficiently general or programmable

to handle the unpredictability in placement. Therefore the interconnect must be flexible

not only on a per-design basis, but a per-chip basis. It is up to the designer to determine

how much slack to introduce. He or she will have to make a decision based on the trade-offs

between assembly time, desired performance, and the latency tolerance of the design itself.

5.2.3 Assembly management

Thus far we have described the brick and mortar assembly process as one that utilizes differ-

ent FSA stations to assemble bricks of the same size. These partial-chip assemblies are then

robotically assembled onto an I/O cap. However, nothing requires that multiple assemblies

be used only for bricks of different sizes. Given some number of template assembly stations,

what mix of bricks should each station assemble?

Taken to the limit, the data in Figure 5.2 indicate that, in theory, one should use a

separate self-assembly process for each brick type. In practice, that would require one

assembly substrate per brick type. This might not be feasible, as it essentially requires

purchasing sufficient equipment for the most heterogeneous chip design one might ever

make. Instead, one could conserve equipment and either (1) pair up brick types (of the

same size) to assemble at the same time on the same template, or (2) assemble the two

brick types in sequence, first the first brick type, then the second, on the same table. The

data in Figure 5.2 indicates that both options will result in a faster assembly.

5.3 Component binning

There will be some natural variation among all of the bricks that are produced. Brick and

mortar affords a unique opportunity to pre-select bricks based on their process variation

characteristics prior to production. With brick and mortar, it is possible for the chip designer

to “cherry pick” the high-performance bricks and build a chip entirely out of them. This is

similar to how Seymour Cray separated the high- and low-performing gates when he built

the Cray-1 [118]. The exact benefit gained by such binning will depend on the particular
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chip in question. Thus, we will quantify the benefits of binning in the context of our case

study in Chapter 7.

5.4 External communication

Like any other chip, brick and mortar chips must be packaged for inclusion in a larger system.

One function of a package is to transfer external signals from the die to the external pins

of the package. Packages accomplish this by using a carrier. A carrier is a small laminate

board which sits underneath the chip. It is responsible for receiving signals from the upper

metal layers of the chip and routing them to the pins of the package.

Bulk silicon

Metal layers

Chip carrier

Wire bond

Through silicon via

Figure 5.4: Two alternatives for brick-and-mortar-chip-to-carrier communication: wire
bonds and through silicon vias.

Because brick and mortar chips are constructed with flip chip bonding, the metal layers

of both the bricks and the I/O caps are sandwiched in the middle of the silicon wafers.

There are two ways to retrieve signals from those metal layers, illustrated in Figure 5.4.

The first technique uses wire bonds, a well-established form of chip-to-carrier connections.

This is illustrated on the left side of Figure 5.4. Wire bonds originate from the perimeter of

a chip, so the I/O cap must be slightly larger to accommodate a fringe of wire bond pads.

In addition to this increased I/O cap size, wire bonds themselves require larger carriers than

other options, thereby further increasing the size of the whole package.

The second technique, through silicon vias, is illustrated on the right side of Figure 5.4.

Through silicon vias (TSVs) are a newer technology in which metal vias are bored through

the silicon layers of a chip. This could be applied to the I/O cap in order to bring signals
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to an external surface of the chip, which could then be flip chip bonded to the carrier.

Unlike wire bonds, TSVs do not increase the size of the I/O cap or carrier. However, as

the picture shows, the vias themselves eat into available silicon of the I/O cap, leaving less

space for the interconnect memory and logic. Most importantly, however, since TSVs are

more expensive, the wire bond would probably be a better option for these low-cost chips.
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Chapter 6

SPATIAL APPLICATION SCHEDULING

An essential characteristic of brick and mortar chips is that the functional cores are dis-

integrated relative to their monolithic, single-die counterparts. Because this disintegration

places computational cores on separate dies, it becomes very important that all software

be intelligently mapped onto the chip. In order to maximize application performance, the

mapping must be aware of and respect the marked difference between local communication

within a brick and remote communication between bricks. As much as the I/O cap tries to

speed inter-brick communication, the difference between remote and local communication

will always be more pronounced in brick and mortar than in a monolithic chip because the

essence of brick and mortar requires inter-die communication.

6.1 Tiled architectures

Brick and mortar chips represent an extreme design point in the space of tiled architec-

tures. Tiled architectures consist of multiple processing elements (PEs) connected by an

on-chip interconnect. In addition to brick and mortar, Raw [138], SmartMemories [84],

TRIPS [92] and WaveScalar [127] are all examples. These designs address several emerging,

critical problems in monolithic processor design, including design complexity, wire delay,

and fabrication reliability. A simple PE decreases both design and verification time; PE

replication provides robustness in the face of fabrication errors; and the combination reduces

wire delay for both data and control signal transmission. The result is a scalable architec-

ture that allows a chip designer to target different levels of performance, with different area

budgets [126].

To maximize application performance, it is essential that software be intelligently mapped

onto the computational tiles. Our results comparing several algorithms show over an order

of magnitude difference in their performance when executing single-threaded applications.
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For unicore (non-tiled) designs, instruction schedulers focus exclusively on deciding when

an instruction should be fetched. For example, scheduling a load instructions early helps

hide its latency. This is called temporal scheduling. On a tiled architecture however, the

scheduler also decides where an instruction will execute. For example, placing dependent

instructions on the same or adjacent tiles reduces producer-to-consumer operand latency.

Instruction scheduling for a tiled architecture also includes this second element of spatial

scheduling.

Our goal is to find a practical scheduling algorithm that generates efficient code schedules

for brick and mortar chips. In order to design an algorithm that generalizes to arbitrary

combinations of bricks, we will make no assumptions about the type of cores to which

instructions are to be mapped. The temporal scheduling algorithm that will perform best

will depend on the particular combination of bricks in a chip, so that will not be our

focus. However, all sets of bricks will require a good spatial scheduling algorithm. Because

the WaveScalar architecture [127] employs the dataflow model of computation, instruction

scheduling for this architecture is exclusively a question of spatial scheduling. Thus, it is an

ideal architecture on which to explore and evaluate exclusively spatial instruction scheduling

techniques.

6.2 Overview of WaveScalar

We begin by describing WaveScalar, the target architecture for the scheduling techniques

presented here. We confine our description to a high level, except when specific details

are relevant to instruction scheduling. A more exhaustive description of the architecture

appears in [127].

6.2.1 Dataflow instruction set architecture

WaveScalar is a dataflow architecture. As with all dataflow architectures (e.g. [41, 40, 70,

117, 54, 98, 109, 52, 97, 35, 13]), an application is represented as a dataflow graph (DFG),

with control dependencies converted into data dependencies. Nodes in the graph are instruc-

tions, and directed edges between them represent operand dependencies. Unlike traditional

processors, dataflow machines do not have a program counter; instead instruction fetch,
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like instruction execution, is data-driven. Also, instead of a register file, they have a token

store which associates tokens, comprised of operand values and instruction-identification

tags, with the appropriate instruction. WaveScalar’s token store is distributed across the

processor, with the processing elements. When all of the operands for a particular instruc-

tion have arrived at a PE’s token store, the instruction can be executed. This is known as

the dataflow firing rule [41, 40].

Unlike previous dataflow ISAs, WaveScalar supports a memory model which commits

memory accesses in program order. This enables it to execute applications composed in

imperative languages, such as C. In WaveScalar, the store buffer implements this memory

model, the details of which are not relevant to our work here, but can be found in related

work [127].

6.2.2 Microarchitecture

WaveScalar’s microarchitecture consists of a grid of simple, 5-stage pipelined dataflow pro-

cessing elements (PEs). Each static instruction in a WaveScalar program executes in a PE.

Each PE contains a small, local instruction cache, which can hold up to 64 static instruc-

tions at a time. The microarchitecture swaps instructions in and out of these caches, as

program execution requires.

To reduce communication costs within the grid, we organize PEs hierarchically, as de-

picted in Figure 6.1. Two PEs are first coupled, forming a pod ; within a pod, instructions

can execute and send their results to their partner PE in a single cycle. Four PE pods are

grouped into a domain, within which producer-consumer latency is five cycles. Four do-

mains form a cluster, which also contains a store buffer and a traditional L1 data cache. A

single cluster, combined with an L2 cache and main memory, suffices to run any WaveScalar

program. To build larger machines, a dynamically-routed on-chip packet network connects

multiple clusters. Communication latency between clusters depends upon how far apart

they are on the chip. A directory-based coherence protocol maintains data cache coherence.

The coherence directory and the L2 cache are distributed around the edge of the grid of

clusters. Table 6.1 depicts the micro-architectural parameters used for this study.
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Figure 6.1: Microarchitecture of the WaveScalar processor.

6.2.3 Instruction loading

The microarchitecture and the runtime system collaborate to load instructions into the

WaveScalar processor. When a token’s consumer instruction is not resident in the processor,

the processor signals the runtime. The runtime then decides where to place the instruction,

either by checking a statically constructed table (produced by the compiler) that maps

instructions to PEs, or by using an online algorithm to create a new mapping. It also

notifies the microarchitecture of the location of the consumer instruction, to bypass the

runtime system for future operands. Eventually, the entire working set of instructions will

have been loaded into the PE grid in this manner and the runtime loading mechanism will

be largely out of the way of execution.

Each PE contains a functional unit, specialized memories to hold operands, and logic to

control instruction execution and communication, as shown in Figure 6.1. The PEs contain

storage for several different static instructions, although only one can execute per cycle.

Operand matching is handled locally at each PE.
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Table 6.1: Micro-architectural parameters of the WaveScalar processor.

Processing element parameters

PE input queue 16 entries, 4 banks

PE output queue 8 entries, 4 ports (2r,2w)

PE pipeline depth 5 stages

Computational hierarchy

PEs per domain 8 (4 pods)

Domains / cluster 4

Memory hierarchy

L1 caches 32KB, 4-way set associative, 128B line, 4 accesses per cycle

L2 Cache 16 MB shared, 1024B line, 4-way set associative, 20 cycle access

Main RAM 1000 cycle latency

On-chip communication network

Switch 4-port, bidirectional

Latency within pod 1 cycle

Latency within domain 4 cycles

Latency within cluster 7 cycles

Latency between clusters 7 + cluster distance

6.3 Hierarchical approach to scheduling

We propose to schedule instructions hierarchically in two passes. The first pass, which

we call coarse scheduling allocates instructions to domains. The second pass, fine schedul-

ing, further refines this initial domain assignment by designating instructions to individual

processing elements. Figure 6.2 illustrates the process.

We broke the scheduling problem at the domain level, instead of some other place in

the micro-architectural hierarchy, for two reasons. First, the network designs within and

between domains are quite different. Within a domain, all communication occurs via a full

crossbar interconnect, which has a fixed and relatively short latency. However, between

domains communication latency is variable and relatively long, as it traverses a buffered

packet-switching network. Second, a domain holds 512 static instructions. This size cap-

tures a large enough instruction working-set that a coarse scheduling algorithm can make

gross decisions based upon overall program graph structure, without concerning itself about

optimizing every intra-domain micro-architectural trade-off.

The hierarchical approach to scheduling also helps to manage the large instruction

scheduling problem size. Breaking up the problem into sub-problems allows the sched-
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Figure 6.2: Coarse and fine stages of hierarchical instruction placement on WaveScalar.

uler to tackle the problem in smaller pieces. WaveScalar has a large number of processing

elements (2048 in our target design). With the hierarchical approach, instead of considering

all instructions and all processing elements at once, the coarse scheduler need only consider

all instructions and the 64 possible domains. Then the fine scheduler is left with some

fraction of the instructions (those assigned to a domain) and only 8 possible PE locations

for each of those instructions.

In the next two sections we explain the coarse- and fine-grained scheduling algorithms

we use in this study.

6.3.1 Coarse scheduling algorithms

The coarse scheduler’s job is to partition instructions into large groups and to assign each

group to a domain. In this study we examine three approaches. We keep our descriptions

of the algorithms to a high level, as the mechanics of applying them to any architecture are

simple.

Coarse-By-Function. Coarse-By-Function allocates all instructions in a function to

the same domain. For each function, it cycles through the domains, assigning the function

to the first domain that has room for it. If no domain qualifies, it selects the domain which
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currently contains the fewest instructions, in order to balance the instruction load across

domains.

Coarse-By-Topology. Apart from function boundaries, Coarse-By-Function does

not examine the topology of the application dataflow graph. Coarse-By-Topology in-

spects the topology in more detail, placing chains of dependent instructions in the same

domain. In particular, Coarse-By-Topology performs a depth-first traversal of the

dataflow graph, filling domains with instructions in the order in which it encounters them.

Thus the algorithm tends to map long chains of producer-consumer instructions to the same

domain, thereby localizing instruction communication within a domain.

Coarse-By-Exe-Order. Like Coarse-By-Function and Coarse-By-Topology, Coarse-

By-Exe-Order fills domains with instructions in sequence, but it does so based on an

actual execution profile. As program execution demands each instruction, Coarse-By-

Exe-Order assigns it to the current domain. Once this domain is full, Coarse-By-Exe-

Order moves on to the next domain. Implementing Coarse-By-Exe-Order requires

that the instruction scheduler have access to an execution profile.

6.3.2 Fine scheduling algorithms

The job of a fine scheduling algorithm is to take the output of the coarse scheduling phase,

i.e., a mapping of instructions to domains, and to assign each instruction to a specific PE in

its domain. Each of the three fine scheduling algorithms described in this section processes

domains one at a time.

Fine-BUG. Fine-BUG adapts the Bottom-Up-Greedy (BUG) algorithm, first used in

the Bulldog VLIW compiler[46]. BUG was the first phase of a two-phase scheduling strategy.

Processing instructions in a bottom-up, breadth-first order, it divided instructions into

groups, such that one instruction from each group would form a very long instruction

word. The second phase then produced the temporal schedule for each group. Originally,

BUG assumed zero communication latency between instructions in different groups. A
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second version of BUG that appeared in the Multiflow compiler [80] for clustered VLIWs,

differentiates between local and remote operand latency. It still processes instructions in a

bottom-up, breadth-first order, but attempts to place dependent instructions in the same

group, in order to reduce operand latency. This second version of BUG is best-suited to

WaveScalar, because it is aware of the non-uniform operand latency within a domain.

Our version of BUG, Fine-BUG, also schedules instructions with a bottom-up, breadth-

first traversal of the dataflow graph.1 However, to place an instruction, Fine-BUG first

calculates, for each PE, the number of operands the instruction shares with any of its

successors that have already been assigned to the PE. Fine-BUG assigns the instruction to

the PE with the largest number of communicating operands. Ties between PEs are broken

by round-robin priority.

Fine-UAS. Fine-BUG ignores the resource conflicts that arise when two instructions at

the same PE can execute at the same time. When this occurs, one instruction must wait

an extra cycle (or more) for the other to complete. Unified Assign and Schedule (UAS)

[95] accounts for stalling due to execution conflicts, as well as operand latency. It unifies

into a single heuristic both the spatial assignment of instructions to execution locations (to

minimize operand latency) and the temporal scheduling of instructions at each location (to

minimize execution resource conflicts).

Our implementation of UAS, Fine-UAS, uses a heuristic that reflects WaveScalar’s

domain resources and latencies. Fine-UAS processes instructions in a top-down, breadth-

first order. For each instruction it greedily chooses the best PE, according to a heuristic

that estimates when the instruction will execute, based on input operand communication

latency and projected resource conflicts.

Because WaveScalar fetches instructions for execution dynamically, it is particularly

difficult to determine when two instructions will conflict at execution. We use a simple, but

1Some implementations of BUG involve two passes through the dataflow graph. The first, bottom-up
pass collects “candidate assignments” for each instruction, and then the second pass, top-down, makes the
final assignment based on both the locations of the predecessors and candidate locations of the successors.
We experimented with this version, but found that the single pass implementation described above was
equally effective.
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intuitive, heuristic: if instructions are at the same depth in the dataflow graph, we assume

they will conflict, otherwise we assume they will execute at different times.

Fine-By-Exe-Order. The third fine scheduling algorithm we consider is a profile-driven

scheduler. Like Coarse-By-Exe-Order, Fine-By-Exe-Order uses the dynamic execu-

tion order to choose PEs for instructions. As the program executes and instructions are

loaded, Fine-By-Exe-Order begins with one PE, filling it to capacity (64 instructions).

It then moves on to the other PE in the pod and then to another pod in the domain.

6.4 Experimental evaluation

To evaluate the three coarse and three fine scheduling algorithms from Sections 6.3.1 and

6.3.2, we produced schedules using each combination of coarse and fine algorithm. We

scheduled nine sample applications from the Spec2000 [122] and SPLASH2 [145] benchmark

suites (art, equake, gzip, mcf, radix, twolf and fft, lu, ocean, respectively).2 The cycle-level

simulator used for this study is tuned to match the latencies, resources, and restrictions of

an RTL implementation [126] of the architecture.

Table 6.2 shows the average performance of each of these nine schedules. The IPC for

each is normalized to the IPC of Coarse-By-Topology with Fine-BUG. In this section

we discuss only the results in the top part of Table 6.2. We will describe the experiments

that produced the last two rows of data in Section 6.5.

6.4.1 Coarse scheduler evaluation

To evaluate the quality of the coarse scheduling algorithms, we compare the normalized

IPCs in each of the first four rows in Table 6.2. Each row enables us to evaluate: for a

given fine scheduling algorithm, how do the coarse schedulers compare? The data show

that Coarse-By-Exe-Order has the best overall performance with two of the three fine

schedulers.

2We use these particular applications because both our binary translator-based compiler and WaveScalar
simulator can compile and simulate them.
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Table 6.2: Application performance by instruction scheduler on WaveScalar.
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Fine-BUG 100% 110% 123% 111%

Fine-UAS 79% 94% 110% 94%

Fine-By-Exe-Order 61% 77% 66% 68%

Average 80% 94% 100%

Fine-DAWG-Max 108% 120% 141% 123%

Fine-DAWG-Same 96% 112% 130% 113%

Two factors account for the better performance. First, Coarse-By-Exe-Order uses

execution-order information to pack the subset of static instructions that are actually ex-

ecuted more compactly. (Rarely used paths are placed elsewhere in the processor.) This

reduces average operand latency.

Second, Coarse-By-Exe-Order-generated schedules incur cheaper inter-domain operand

traffic. The coarse schedulers determine what share of operand traffic crosses domain bound-

aries. As Figure 6.3 shows, Coarse-By-Exe-Order and Coarse-By-Function each in-

cur approximately the same amount of this traffic (6% and 7%, respectively). However, for

Coarse-By-Exe-Order the majority of the inter-domain traffic (85%) is local to the clus-

ter. In contrast, only 14% of Coarse-By-Function’s inter-domain traffic remains in the

cluster, with the rest traversing the more costly inter-cluster routing network. Thus, while

each of these two coarse algorithms produces the same proportion of inter-domain traffic,

this traffic generally travels farther, with increased latency, using Coarse-By-Function.

The one case in which Coarse-By-Exe-Order is not the best strategy is when com-

bined with Fine-By-Exe-Order. In this situation Coarse-By-Topology produces bet-
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Figure 6.3: WaveScalar operand traffic breakdown by instruction scheduler.

ter performance. Judging only by the data in Figure 6.3, this is somewhat surprising,

because Coarse-By-Topology incurs the smallest amount of intra-domain traffic of the

three coarse schedulers. However, when paired with a terrible fine scheduling algorithm

(which, as we’ll see in the following Section Fine-By-Exe-Order turns out to be), the

best coarse strategy is to keep operand traffic outside of the domain and out of the hands

of the fine scheduler.
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Figure 6.4: WaveScalar ALU conflicts by instruction scheduler.

6.4.2 Fine scheduler evaluation

To compare the fine schedulers, we examine the values in each column of Table 6.2. No

matter the coarse scheduler, Fine-BUG readily outperforms both Fine-By-Exe-Order

and Fine-UAS. We first use simulator-generated data to examine the reasons why Fine-

By-Exe-Order and Fine-UAS fall short, and then analyze Fine-BUG’s success.

Based only on the distribution of intra-domain traffic shown in Figure 6.3, Fine-By-

Exe-Order’s poor performance is somewhat unexpected. Of the three fine scheduling

algorithms, it confines almost all of its intra-domain operand traffic to the cheaper intra-

pod communication. The preponderance of very localized traffic resulted in average operand

latencies that were 68% lower than that of the other fine schedulers. Operand traffic is not

the whole story, however, as execution resource conflicts also contribute to performance.

Figure 6.4 shows that Fine-By-Exe-Order incurs on average 5.3 times the number of

ALU conflicts/instruction as the other fine schedulers. Thus, despite near-perfect commu-

nication locality, its performance is hampered by its aggressive PE-packing approach to fine

scheduling.
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As an aside, this validates the intuition described in Section 6.3 that coarse and fine

placement are qualitatively two different problems. The scheduling strategy that produced

the best performance at the coarse level, Coarse-By-Exe-Order, resulted in the worst

performance at the fine level, Fine-By-Exe-Order. Coarse schedulers can focus single-

mindedly on reducing operand latency and capturing instruction set working locality. Fine

schedulers, however, must carefully balance latency against resource contention.

Fine-UAS was designed to optimize the operand latency-resource contention trade-off

for processors that schedule instructions statically (e.g., VLIW processors). To incorporate

the notion of out-of-order execution, we augmented it with a simple heuristic to estimate

execution resource conflicts that occur from dynamic dispatch. (Recall that according to

this heuristic, two instructions will conflict if they are at the same depth in the dataflow

graph). The data in Table 6.2 indicates that Fine-UAS performs more poorly than Fine-

BUG which does not explicitly consider resource conflicts. Fine-UAS attempts to predict

and avoid execution conflicts. However, the prediction mechanism is imperfect. Not only

did it fail to reduce execution conflicts (Figure 6.4), the conflict avoidance measures it

took – splitting those instructions across pods – served only to increase operand latency

(Figure 6.3).

The failure of the conflict prediction heuristic can be traced to two factors, both of

which relate to the topology of the dataflow graph. First, it is far more likely that two

instructions that are “nearby” in the dataflow graph will conflict. This is because they are

more likely to execute around the same time, even if they lie at different depths. Conversely,

two instructions in entirely separate regions of the application, but at the same depth of the

graph, are more likely to belong to different temporal phases of execution and therefore will

likely not conflict. Second, not all anticipated resource conflicts should carry equal weight.

When a dataflow graph is about to fan out, increasing parallelism, it is best to exploit

that parallelism by dividing the instructions between multiple PEs; thus, these instructions

should be weighted toward separate PEs. However, if potentially conflicting instructions lie

on paths which are about to merge together, the scheduler should weigh those conflicts as

less likely to slow down execution.

Although more sophisticated heuristics, such as those based on the discussion above, may
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improve the quality of Fine-UAS schedules, we opted to pursue a more general strategy.

Instead, we have developed an algorithm that allows us to explore a range of schedules in

the latency-contention trade-off. We will explain this algorithm in Section 6.5.

Fine-BUG does not use an explicit estimate of operand latency or resource capacity.

Nevertheless, its simple approach to balancing these two factors appears successful. The

algorithm generally tries to disperse instructions across parallel execution units, except when

overridden by operand locality concerns. The resulting middle ground between latency and

conflicts is reflected by the data in Figures 6.3 and 6.4. Coupled with Fine-BUG’s strong

IPC results, this indicates that some middle point, trading off communication locality and

execution conflicts, is a good design target. This observation motivates the development of

Fine-DAWG.

6.5 Fine-DAWG scheduler

In this section we describe Fine-DAWG, a new scheduling algorithm for placement of

instructions within domains. It is designed both to explore the latency-contention design

space and to generate quality code for dynamically scheduled processors. Fine-DAWG

operates in two phases, first bundling instructions into groups, and then assigning each of

these groups to a PE. Before delving into the mechanics of the algorithm, we first describe

these two phases informally.

Phase one forms groups based on the topology of the dataflow graph. It takes two param-

eters, MaxDepth and MaxWidth, and carves the dataflow graph into groups of instructions

which have dependence chains at most MaxDepth instructions long, with each instruction

having at most MaxWidth potentially parallel successors. The MaxDepth parameter con-

trols how aggressively Fine-DAWG confines operand communication to within a single

PE: a high value reduces operand latency, as more dependent instructions are placed at the

same PE; alternatively, a low setting increases operand latency by assigning instructions to

different PEs. MaxWidth limits the amount of parallelism within a single PE: a high value

increases ALU contention, as more parallel instructions are scheduled to the same PE, and

a low value has the opposite effect. While all of these values can be selected independently,

wise choices will take care to observe the capacity at each PE (64 instructions). Settings
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where MaxWidth×MaxDepth vastly exceed this number will likely cause the WaveScalar

processor to thrash.

After phase one has assigned all of the instructions in the dataflow graph to groups, phase

two maps these groups to PEs using a single parameter, DepDegree. DepDegree is a value

between zero and one, and determines how aggressively inter-group operand dependencies

are used to choose PE locations for groups. A value close to zero raises the probability of

dependent groups being placed on the same PE; a value close to one separates them.

We will make this brief description of Fine-DAWG more precise by walking through

the algorithm’s pseudocode.

6.5.1 Fine-DAWG phase one

Algorithm 1 Fine-DAWG: CreateGroup(i) (a portion of phase one)
1: GRP = i

2: LEV EL = successors(i)

3: for depth = 1 to MaxDepth do

4: SELECTED = MaxWidth nodes from LEV EL

5: GRP = GRP
S

SELECTED

6: GROUPED = GROUPED
S

SELECTED

7: LEV EL = successors(SELECTED)

8: end for

9: return GRP

Phase one gathers instructions into groups based on the topology of the dataflow graph.

The algorithm maintains a list of nodes that have no predecessors. To create a group

(GRP ), Fine-DAWG first calls CreateGroup(i) on an instruction i from this list. Then,

after the group is created, it removes the instructions in the group from the graph (adding

them to GROUPED) and updates the list of predecessor-free nodes. The process repeats

until all instructions belong to a group.

Algorithm 1 details how to form a group, beginning from some instruction i. CreateGroup(i)

traverses levels of the graph iteratively from instruction i, up to MaxDepth levels deep (line

3). At most MaxWidth instructions from each level are added to the group (lines 4 and 5).
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6.5.2 Fine-DAWG phase two

Algorithm 2 Fine-DAWG: phase two (applied to the output of phase one, GROUPS)
1: for all GRP ∈ GROUPS do

2: r = rand()

3: if r < DepDegree then

4: assign GRP to the PE with which it has the most communication

5: else

6: assign GRP to the PE with which it has the least communication

7: end if

8: end for

Phase two accepts a single tuning parameter, DepDegree, and assigns each of the groups

produced by phase one (GROUPS) to a PE. Initially, all of the PEs contain no instruc-

tions. For each group, GRP , Fine-DAWG identifies the two PEs, pemax and pemin, with

whose instructions GRP has most and fewest dependences, respectively. With probability

DepDegree, it will assign GRP to pemax; otherwise it assigns it to pemin.

6.6 Fine-DAWG evaluation

We explore the trade-off between execution resource conflicts and operand latency by explor-

ing the parameter space of Fine-DAWG. Beginning with the domain assignments produced

by Coarse-By-Function, Coarse-By-Topology, and Coarse-By-Exe-Order, we

produced PE assignments using Fine-DAWG, parametrized by each combination of MaxDepth

∈ {2, 4, 8, 12, 16, 32, 50, 64, 128}, MaxWidth ∈ {1, 2, 3, 4, 6, 10}, and DepDegree ∈ {.1, .5, .9}.

We begin our analysis of Fine-DAWG by observing how much of the latency-contention

design space it explores. Using Coarse-By-Exe-Order as the coarse scheduler, along

with Fine-DAWG with all 162 parameter settings, we scheduled all of the applications

in our workload. Figure 6.5 depicts the average latency-contention for the benchmarks

for each parameter configuration. The X-axis measures the percentage of inter-pod, intra-

domain operand traffic within total traffic; the Y-axis measures ALU conflicts per executed

instruction. Schedules that land down and to the left in this plot are desirable. The graph
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Figure 6.5: Communication latency and resource conflict trade-off achieved by Fine-

DAWG.

also shows three additional labeled axes. These depict how changes in Fine-DAWG-Max’s

input parameters effect the resulting schedule output. Finally, we have added points for

Fine-BUG, Fine-UAS, Fine-DAWG-Same, and Fine-DAWG-Max (the latter two are

explained below). (Fine-By-Exe-Order is an outlier, with low latency and extremely

high conflicts, and is not shown on the graph.)

The data provide several insights about Fine-DAWG. First, it indicates that varying

the parameters of Fine-DAWG successfully manipulates both operand latency and ALU

conflicts, providing a complete exploration of that trade-off space. Second, it indicates

the intra-domain, inter-pod operand traffic threshold below which ALU conflicts rise dra-

matically falls at 32%. This gives code schedulers an indication of the end point for PE

instruction occupancy. Note that Fine-UAS lies at a non-Pareto optimal point; as discussed

in Section 6.4.2, there are schedules, such as those produced by Fine-BUG, which have

both lower latency and lower ALU contention. One would not expect schedules produced
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66

by Fine-UAS to perform well on WaveScalar, as indeed they do not.

The charts in Figure 6.6 show how the performance of Fine-DAWG varies from appli-

cation to application. The X and Y axes in the chart show the parameter space MaxWidth

and MaxDepth, respectively, for DepDegree = 0.1. The shading gradient indicates the

performance of each parameter setting relative to the performance for the best parameter

setting for that application. The darker the shading, the stronger the performance.

The applications interact with Fine-DAWG’s parameters in a variety of ways. In the

top row are ocean, mcf, and gzip, for which the vast majority of the parameter settings fall

in the 90-100% gradient. This consistency is arises when forming deeper and deeper sub-

graphs increasingly failed to yield any more improvement in performance. By contrast the

applications in the bottom row, fft, radix, and lu, are all extremely sensitive to MaxWidth

and MaxDepth, and each prefers a slightly different parameter range. This is because

kernels drive the performance of these three benchmarks. When the topology of Fine-

DAWG’s sub-graphs fits the kernel well, performance is strong; but if the fit is not good,

it quickly drops off. This implies that it may be fruitful to identify and use hot spots to set

Fine-DAWG’s parameters.

In practice, it is not practical to explore the entire parameter space as we have. As

an alternative, we have identified the single parameter set which produced the best overall

performance. The analysis in Figure 6.7 is the basis for this selection. The plot depicts

the cumulative distribution functions of the different parameter settings applied to our

set of applications. Each line in the graph corresponds to one Fine-DAWG parameter

assignment. The x-axis is the performance loss relative to the best performing schedule

(expressed as a percentage decrease in maximal IPC). The y-axis indicates the number of

applications for which the given parameter setting will produce performance at least as

high as that specified by the x value. For a particular x-value, the y-value indicates the

number of applications whose performance is at the x-value level or faster. The y-value

can be interpreted as the likelihood that an application will perform within x% of maximal

performance using a particular parameter assignment.

In order to display the information in Figure 6.7 more clearly, we have shown only five

of the total 162 different parameter combinations used in this study, the two best settings
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and three others that are representative of the range of results. The data shows that

(MaxDepth,MaxWidth, DepDegree) = (50, 3, .1) consistently produced better schedules

than all other settings, coming within 17% of maximal for all applications.

Returning to Table 6.2, we see that the combination of Fine-DAWG with Coarse-

By-Exe-Order produces the best performing schedules. We show two data points for

Fine-DAWG: Fine-DAWG-Same and Fine-DAWG-Max. Fine-DAWG-Same is the

performance when using the strongest consistent parameter set, (50, 3, .1), across all ap-

plications. This exceeds the previous best combination of Coarse-By-Exe-Order and

Fine-BUG by 14%. Fine-DAWG-Max is the performance when using the best parameters

for each application, which exceeds Coarse-By-Exe-Order and Fine-BUG by 28%.

While at a coarse level, scheduling entirely to minimize operand communication latency

works well, the strategy fails at the fine level. At this level, a scheduler must carefully balance

operand latency with execution resource conflicts. The algorithm we have developed, Fine-

DAWG, can be used to efficiently identify and produce schedules at the an optimal latency-

conflict trade-off point.
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Chapter 7

EXPERIMENTAL EVALUATION OF MADE-TO-ORDER CHIP

MULTIPROCESSORS

In this chapter we examine and quantify the costs and benefits of the brick and mortar

assembly process with a top to bottom case study. The subject of our study is a chip

multiprocessor.

7.1 Methodology

We rely on several analysis tools to understand the characteristics of a brick and mortar

implementation of a CMP.

7.1.1 CMP simulator

To time the execution of applications on the CMP we used the Virtutech Simics [82] sim-

ulation framework and GEMS [85] tool set. We configured the simulator to match the

CMP design configurations outlined in Table 7.1. We ran the SPLASH2 [145] suite of

multi-threaded benchmarks. We also used Simics to simulate the increased communication

latency across brick boundaries to estimate an application’s runtime on a brick and mortar

chip.

7.1.2 I/O cap model

We estimate the latency of the polymorphic network in order to provide appropriate CMP

interconnect delays to Simics. Because the interconnect in a CMP is a delay-sensitive

component, we model a latency-minimizing network configuration of the CMP. According

to our results in Section 3.1.2, fat trees most effectively minimize packet latency.

Synopsys DesignCompiler Ultra [129] provided delay information, while bandwidth data

came from the design itself (e.g., the packet-switched network supports 64-bit data words)
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Table 7.1: Comparison of brick and mortar and monolithic implementations of three CMP
designs.

Chip multiprocessor designs

CMP-L CMP-M CMP-S

Total Area mm2 193.5 177.5 200.5

Chip composition

Count % Area Count % Area Count % Area

Small bricks (0.5 × 0.5 mm2)

RISC Core - N/A - N/A 16 1.99%

(no FPU,8K cache)

FPU - N/A - N/A 16 1.99%

Tri-mode ethernet 1 0.13% 1 0.14% 1 0.12%

Memory controller 1 0.13% 1 0.14% 1 0.12%

USB 1.1 physical layer 1 0.13% 1 0.14% 1 0.12%

WB DMA 1 0.13% 1 0.14% 1 0.12%

PCI bridge 1 0.13% 1 0.14% 1 0.12%

VGA/LCD controller 1 0.13% 1 0.14% 1 0.12%

Medium bricks (1.0 × 1.0 mm2)

RISC core - N/A 16 9.01% - N/A

(64K cache)

Large bricks (2.0 × 2.0 mm2)

RISC core 16 33.07% - N/A - N/A

(256K cache)

256K SRAM 32 66.15% 40 90.14% 48 95.29%

Simics/GEMS performance simulation

brick & mortar ASIC brick & mortar ASIC brick & mortar ASIC

Number of cores 16 16 16 16 16 16

L1 cache / core (KB) 256 256 128 128 8 8

L2 cache size (MB) 8 8 10 10 12 12

L2 associativity 4 4 5 5 6 6

L2 block size (B) 64 64 64 64 64 64

L2 set size (KB) 32 32 32 32 32 32

Processor cycles to L2 31 22 41 22 50 22

Exe. time (avg.) 108% 100% 120% 100% 136% 100%
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and the physical pin constraints [47]. Each “hop” in this network requires one 800MHz

clock cycle. Each level up or down the fat tree requires one hop, and moving laterally in the

grid at the root can require 1-4 hops, for which we have conservatively accounted as always

requiring 4 hops.

7.1.3 Process variation model

We model the effect of process variation on brick performance using the FMAX model [20].

This model assumes that as die size increases, the number of critical paths increases. This

leads to an increase in the mean delay and a decrease in the standard deviation of that delay.

We use this delay variation model to explore how individual brick speeds effect overall chip

speed in the brick and mortar process.

7.2 Performance results

Large customers of computing systems recognize that their application requirements do not

always match the one-size-fits all processors available today. For example, network servers

need throughput on task-based parallelism, while scientific computing requires extensive

floating point capabilities. Thanks to the low overhead associated with starting and pro-

ducing a run of chips with brick and mortar assembly, it is possible to produce made-to-order

CMPs.

We examine three different 16-way CMPs, built from the bricks in Chapter 4, all of

which fit within 200mm2. Each design consists of 16 combined processor and L1 cache

bricks. These bricks differ in size (small, medium, and large), cache capacity (6K, 64K,

and 256K), and whether or not the FPU is on the same brick (no, yes, and yes). After

some general-purpose I/O bricks, the L2 cache fills out the remainder of the 200mm2 area

budget. Table 7.1 summarizes the designs.

Across the three designs we study, three significant factors change. First, the L1 caches

are constrained by the choice of brick size to implement the processor. Second the network

delay between the L1 and L2 depends on brick layout. Third, the CMP built from smallest

RISC core brick (CMP-S) requires an additional FPU brick per processor. The configurable

mesh interconnect connects the processor and FPU bricks.
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Figure 7.1: Application runtime on brick and mortar CMP compared to a monolithic ASIC
CMP.

For each CMP, we used the I/O cap network model to calculate the additional latency

between bricks introduced by the I/O cap. We convert network cycles (one per hop from

the processor to each cache brick and back) into processor cycles based on the the relative

network and processor speeds. The L2 cache will have non-uniform access times depending

on how close the processor brick happens to be to the brick containing the cache line.

However, because we are trying to bound the performance degradation due to using the

I/O cap instead of an on-chip interconnect, we have conservatively assumed the worst case

access time for all accesses. We introduce delay cycles into the simulation accordingly to

account for this.

For each brick and mortar design we modeled a corresponding, equally-provisioned ASIC

version of the CMP for comparison. Between the ASIC and brick and mortar designs the

primary difference is in the component latencies. The brick and mortar inter-brick latencies

come from the I/O cap network model, while the ASIC latencies come from the published

latencies of the UltraSparc T1 [125] on-chip interconnect. The “Simics/GEMS Performance

Simulation” section of Table 7.1 gives the specifics of each pairwise comparison.

Figure 7.1 shows the performance results from the simulations. The performance of each
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Figure 7.2: CMP and component clock speed variation derived from FMAX models.

brick and mortar chip was normalized to the performance of the corresponding ASIC design.

On average, the benchmarks took 36%, 20%, and 8% more time to complete on the three

brick and mortar CMPs than on the corresponding ASICs. This was due to the increased

interconnect latency that the I/O cap introduces. The principle difference between the three

CMP designs was the size of the L1 cache in the processor brick. Naturally, the smallest

(8KB cache in CMP-S) incurred the most L1 misses while the largest (256KB cache in

CMP-L) incurred the fewest. Each L1 miss sends a request to the L2, which on the brick

and mortar designs required communication via the I/O cap. Thus, the L1 miss rate in the

brick and mortar CMP designs largely determined performance.

7.3 Exploiting process variation

To understand how process variation effects brick and mortar chip performance we used

the variation model to characterize the critical path delay for each brick size. The results

are depicted by the three leftmost dashed curves in Figure 7.2. The data are scaled to

an average critical path delay of 1.0 and show the distribution of maximum critical path
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length for each component. We also used this model to calculate the expected distribution

of maximum critical path delay in a 200mm2 ASIC chip. Because a smaller chip (such

as a brick) has fewer critical paths, the longest critical path is likely to be shorter than

the longest critical path on a larger chip (such as the 200mm2 ASIC). However, when one

assembles 200mm2 worth of small bricks (as in CMP-L) it results in the same distribution

of worst case critical paths as a monolithic 200mm2 circuit. For clarity, we have plotted

variation date for CMP-L only, but the principle applies to CMP-M and CMP-S as well,

with even more pronounced effects.

We experimented with speed-binning the bricks prior to assembly, into 1 (no binning), 2,

4, and 8 speed grades. The resulting variation in brick and mortar chips is plotted in the solid

curves in Figure 7.3. Note that with only two speed bins, the number of high performance

chips is significantly improved (the spike on the left). The reason this happens is that the

speed of the chip is set by the brick with the highest delay. By speed grading bricks prior to

assembly, we can focus on building high-performance chips from high-performance bricks.

Without speed grading, since a chip contains tens of bricks (54 total for CMP-L), a low

performing brick often slips onto the design and constrains the entire chip’s performance.

Speed grading in this way brings further improvements in high-performance chip production

as the number of grades is increased.
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Figure 7.3: Effects on chip speed of pre-assembly component speed binning.
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Chapter 8

RELATED TECHNOLOGIES

This chapter looks at custom chip implementation technologies and how they relate

to brick and mortar. We also survey technologies related to each of the brick and mortar

subsystems discussed in Chapters 3 through 6. Because those subsystems touch on disparate

subjects, from on-chip networks to code scheduling, so too do the contents of this chapter.

8.1 Custom circuit implementation

To implement a design, engineers typically choose between two options. Either they must

face the high initial cost of ASIC production, and hope to amortize it over a large batch of

units, or they use an FPGA with low fixed costs but high unit cost. The trade-offs are not

just financial. ASICs provide significant speed (3-4x) and power (up to 12x) savings [73],

compared to FPGAs. The requirements of certain applications in these areas (e.g., cell

phones) will demand an ASIC. However, FPGAs offer in-field reconfigurability, which is

useful for bug fixes and other updates. On an FPGA, these updates require just 1-4 weeks

compared to 2-5 months for ASICs [155]. This gap drives the need for a manufacturing

technology that provides the key advantages of FPGAs – low, non-recurring costs and quick

turnaround on designs – coupled with the key advantages of ASICs – low unit cost, high

performance and low power.

Before we get into specific technologies, we outline the factors a designer typically weighs

when comparing different implementation options. We will then classify and describe the

implementation options spanning the range from ASICs and FPGAs.

8.1.1 Implementation considerations

Choosing a platform on which to implement a hardware design is a multifaceted decision.

Each designer’s choice is unique and often driven by multiple factors. For example, each
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designer has his or her own unique hardware design, unique economic constraints, uniquely

academic or commercial goals. Thus, there is no universal method for judging the factors

outlined below.

Production cost. Many elements influence the ultimate price of a chip, from the size

of the design to the size of the silicon wafers. Generally speaking, all of the costs fall into

two categories: non-recurring engineering costs and unit costs. Non-recurring engineering

costs, or NREs, are the one time costs which one must pay, no matter how many chips are

produced. Unit cost, on the other hand, is the cost per chip, and thereby depends on the

number of chips to be manufactured. The determinants of these two cost components were

discussed and modeled in depth in Chapter 2. FPGAs avoid many of the non-recurring costs

of ASICs and are thus significantly less expensive in this respect. While it depends upon

the design, an FPGA-based design’s NRE is typically 10-25% of that of the corresponding

ASIC [113].

Performance. Depending on the application in question, the goal will be either to max-

imize circuit performance (e.g., a microprocessor design) or to simply meet a performance

target (e.g., a network processor design). One must eliminate any technology that does

not meet required performance targets. The choice between the remaining technologies will

come down to a balance of the other considerations discussed in this section. A good rule

of thumb, with respect to performance is that going from an ASIC implementation to an

FPGA implementation incurs an order of magnitude slowdown. To put this in perspective,

going from an FPGA to a software implementation incurs another two orders of magnitude

slowdown [68]. Studies of the performance gap between ASICs and FPGAs indicate that

the critical path in an FPGA is three to four times longer on average than in an ASIC [73].

Power. Generally speaking, the smaller the die, the lower the power consumption. This is

due to static energy leakage, the power lost from powered-but-otherwise-inactive transistors.

Studies have shown that the energy per gate in an FPGA design is 7-10x the energy per

gate in the equivalent ASIC, largely as a result of the increase in area [104].
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One technique to minimize power consumption is to operate the circuit at the lowest

possible voltage and frequency. This is accomplished by exploiting parallelism in the appli-

cation. At some point, however, the power savings is outweighed by the power spent on the

extra parallel hardware [22].

Design flexibility. An ASIC design represents a much larger investment of time and re-

sources. Once fabricated, one usually cannot apply any design fixes or modifications to an

ASIC. If one knows that updates will be needed, for example to comply with an evolving

communication standard, this particular design will have a limited lifetime. Therefore, there

is some limited potential sales volume before the product becomes obsolete. In such cir-

cumstances, one must carefully consider whether an investment in an ASIC makes strategic

sense. By contrast, an FPGA is designed for functional updates. Updating the “hardware”

in an FPGA is a comparatively simple and inexpensive matter of reconfiguring the device.

8.1.2 Implementation technology classification

We propose the following classification of the hardware implementation technologies pro-

posed by industry and academia. This classification system divides circuit implementation

technologies into five classes based on how the custom circuit is implemented: in custom

silicon, in custom metal, or in a custom hardware configuration. Figure 8.1 illustrates the

five classes. The solid arrows indicate, for each of the five classes, which layers of the stack

are customized while the dashed lines indicate those which are standard. While members

of all classes require both silicon and metal layers (either standard or custom), this is not

the case for a hardware configuration. The presence of this configuration is what gives

three classes the name “configurable”. The “ASIC” classes all require fabrication of custom

silicon or metal layers. Finally, the “structured” classes are those for which some hardware

(silicon) is standard while the rest (metal) is custom.

What follows is a description and discussion of members of the five classes defined above.
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Figure 8.1: Classification of circuit implementation technologies.

8.1.3 Application-specific integrated circuits

Application-specific integrated circuits, or ASICs, come in two flavors: full-custom and

standard cell.

Full-custom ASIC. Full-custom ASICs represent the gold standard of integrated circuits:

shortest critical path delay, smallest circuit area, and lowest power consumption. They are

produced at a great cost, however, as each feature and wire is constructed and laid out

manually by a designer. This increases cost both directly, through the increased engineering

effort, and indirectly, through a product’s time to market. Once fabricated, a full-custom

ASIC is not configurable or updatable.

Standard cell ASIC. While still completely specialized and application-specific, stan-

dard cell ASICs are constructed, not manually, but out of components found in a standard
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cell library produced by a fab. The cells in such a library consist of transistors and gates.

All cells in a library have the same technology node but vary with respect to their electrical

and delay characteristics. This library is used analogously to the machine-dependent back

end of a software compiler. There, late in compilation, the compiler identifies the specific

machine instructions which will execute the until-then generically described program. At

the end of hardware compilation, the tools translate a generic circuit description to the

language of a particular fab’s gates and wires.

Because of the automated translation, standard cell ASICs require significantly less

design effort than full-custom. This reduces the NRE of a standard cell design. All the

same, the remaining expenses are often still prohibitive.

On average, a standard cell ASIC runs at one sixth to one eighth the speed of a full-

custom implementation [26]. This gap is approximately equivalent to the progress made

over five process generations or nearly a full decade. Power consumption can range from

three to ten times that of a custom circuit [23]. This performance degradation is usually

seen commercially as the cost of doing business in a world where time to market, and thus

short turnaround time of chips, is vitally important to success. A number of vendors offer

standard cell libraries, including IBM [59], TSMC [134], Fujitsu [51], LSI Logic [81], MOSIS

[88], NEC [93], Samsung [111], Texas Instruments [132], ST Microelectronics [123], and

Infineon Technologies [61].

8.1.4 Configurable ASICs

Configurable ASICs are characterized by fabrication of both metal and silicon, followed

by a post-fabrication hardware configuration to complete the implementation. The only

technologies that fall into this class are academic proposals.

ASIC-FPGA hybrid. As ASIC-FPGA hybrid is an obvious middle ground between

ASICs and FPGAs. Depending on one’s perspective, such hybrids may consist of an array

of configurable gates embedded in an ASIC chip, or, conversely, ASIC components embedded

in an FPGA. Either way, however, the final chip consists of some custom components and

some configured logic.
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The appeal of such chips is that the FPGA logic allows updates, iterations and bug

fixes without incurring a costly re-spin. Even though these chips require custom masks,

their proponents argue that the savings from avoiding re-spins greatly outweighs the mask

expense. In fact, the higher the mask cost, the more advantageous it becomes to avoid re-

spins [155]. Such hybrid chips are particularly suitable for implementation of applications

for which there is a base design that might be re-used with additional changing features

(e.g., printers, faxes, or designs supporting multiple or emerging standards).

This technology is not especially mature, and it faces a number of open challenges.

The major design question an ASIC-FPGA hybrid raises, is how to partition a design’s

functionality between the ASIC and FPGA. Natural candidates for the FPGA fabric are

any circuits that are expected to change. It is more difficult to use the FPGA logic to fix

or avoid bugs, as this requires predicting where and what sort of bugs will arise. Certain

types of logic are known to be bug-prone [155] and are therefore also reasonable candidates.

Finally, studies show that the percentage of newly-designed, and hence more bug-prone,

logic in SoCs has been shrinking, down from 65% in 1999 to 15% in 2005 [62]. While

this trend is promising, the logic remaining in that 15% sill exceeds the capacity of today’s

embedded FPGA fabrics.

Even if a suitable FPGA-ASIC partition can be identified, the design tools present a

challenge. ASIC and FPGA design flows do not have a lot in common. As Section 8.1.5

discusses in more detail, ASIC tool chains typically manipulate the circuit as a flat entity

while FPGA tools treat it hierarchically.

Even if one succeeds in implementing a hybrid design, more challenges remain. Testing

a hybrid ASIC-FPGA chip poses a problem, because the FPGA configuration is not known

at fabrication time. It is possible to test the FPGA fabric itself, and perhaps the ASIC

components in isolation, but it is not possible to test the entire design consisting of the

circuit to be implemented in the FPGA and its interaction with the ASIC part of the chip.

In light of these challenges, why not address them with a two-die solution, keeping the

configurable and fixed circuits on separate dies? First, the single chip approach avoids the

performance and power penalty of off-chip communication. Second, the single chip approach

eliminates the cost of assembly, test and packaging of a second chip. Recent developments
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in packaging technology, discussed later in Section 8.2, are undermining this argument, and

thus a two chip solution might become viable in the future.

8.1.5 Structured ASICs

Structured ASICs are a form of custom chip in which the silicon die is prepared with an ar-

ray of logic components, sometimes called cells, modules, or tiles. The components in these

arrays are typically classified as either coarse-, medium- or fine-grained. A custom metal-

ization step, in which custom metal layers are applied to standard silicon layers, completes

the chip.

• Fine-grained: In existence since the 1980s, components in these arrays are transistors

or logic gates. These fine-grained structured arrays are sometimes called “gate array

ASICs”.

• Medium-grained: Medium-grained structured ASICs are built of components ap-

proximately the size of a mux.

• Coarse-grained: Elements of these arrays are LUT-based, and are frequently paired

with a corresponding FPGA, allowing designs initially implemented on the FPGA to

be readily migrated to the structured ASIC fabric.

We refer to such devices as “structured ASICs,” although they are also alternately called

“gate array ASICs”, “platform ASICs” and “mask-programmable gate arrays” or MPGAs.

Structured ASICs are currently commercially available at the 180 and 250 nm nodes[15]

through companies such as AMI Semiconductor [9], ChipX [27], eASIC [44], Faraday [50],

Fujitsu [51] and NEC [93].

With respect to performance and power, structured ASICs are more ASICs than FPGAs.

They can achieve nearly 70-80% of standard cell performance, compared to 10-20% for

FPGAs [153]. For power, structured ASICs require 2-3x the power of ASICs compared with

10-15x for FPGAs [153]. Standard cell ASICs NRE cost, including design, is rarely less than

$5M, while for FPGAs this expense is closer to $100,000. Structured ASICs’ NREs are in
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the neighborhood of $500,000 and fall much closer to FPGAs than ASICs [146]. Similarly,

with turnaround times in the days to weeks [113], they are much more FPGA-like, 1-4

weeks, than ASIC-like, 2-5 months [155].

Structured ASICs have their downsides. Toolchains targeting ASICs and FPGAs differ

in many respects. Most fundamentally, they differ in their circuit representation. While

FPGA tools view the circuit hierarchically, or are block aware, ASIC tools see the circuit

as flat. Current tools that target structured ASIC platforms are based on ASIC tools and

thus also use flat circuits. Studies have shown that developing a hierarchy aware structured

ASIC toolchain could improve the quality of the resulting circuit by as much as 25% [153].

There has been some effort to translate FPGA-compiled designs to structured ASIC designs,

by preserving the netlist and placement and simply re-routing signals [136]. However, this

technique applies only to coarse-grained structured ASICs for which there is a corresponding

FPGA.

In addition to the poor tool support, the architectural design space of the platform itself

is largely unexplored. For example, in contrast, 3-, 4-, and 5-input LUTs were examined

both in academia and industry for FPGA platforms [153]. Even though ultimate circuit

performance is much closer to that of standard cell ASICs than that of FPGAs, the circuit

density of the chip can still be quite low [116]. This is least severe for fine-grained structured

ASICs, and most severe for coarse-grained versions, where the logic density is almost exactly

that of an FPGA.

In a loose way, brick and mortar resembles structured ASICs. While a structured ASIC

provides a fixed array of logic blocks with a custom interconnect on top, brick and mortar

offers a custom array of bricks with a one-size-fits-all I/O cap. However, brick and mortar’s

bricks offer larger, more complex functions than the lookup tables and RAMs typical of

structured ASICs. Also, because brick and mortar requires that bricks fit a standard form

factor to interact with the I/O cap, some logic area might go to waste. Because structured

ASICS have a custom interconnect, they are therefore not subject to this restriction on the

logic blocks.
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8.1.6 Configurable Structured ASICs

Members of the configurable structured ASIC class resemble members of the configurable

ASIC class described in Section 8.1.4 with the exception that the silicon layers of these chips

are standard and not custom. The Embedded Array from ChipX [27, 28] is a member of

this class.

8.1.7 Configurable Hardware

The final implementation technology class is configurable hardware, which is customized

entirely via post-fabrication configuration. Of the chip classes outlined, these offer the

fastest turnaround time (including design, validation and production) because they alone

do not require any physical implementation at a fab. This allows the designer to avoid

many of the growing challenges associated with implementation in a deep sub-micron silicon

process.

Within the class of configurable hardware, the hardware may or may not be reconfig-

urable, and the configuration may or may not be volatile.

Field-programmable gate arrays. The most famous member of the configurable hard-

ware class is the FPGA. One large selling point for FPGAs, is that, as architectures, they

are “future proof” [19] in that they are regular, parallel, highly pipelined, distributed and

testable. Xilinx [147] and Altera [6] are the market leaders. Lattice Semiconductor [75]

manufactures non-volatile FPGAs, while QuickLogic [102] and Actel [3] offer anti-fuse-

based, non-reconfigurable and the devices. While these devices are also non-volatile, the

loss of reconfigurability and accompanying inability to make design updates costs them a

principle advantage of reconfigurable hardware.

FPGAs with hard IP cores. For years, FPGA manufacturers have provided complex,

fixed-logic cores inside their FPGA fabrics. For example, Virtex2Pro [1] provides both fixed

multipliers, SRAM blocks, and entire PowerPC cores. Recent products from Xilinx[147] and

Altera[6] have specialized further, with specific FPGAs targeting different market segments

(e.g., the Xilinx “FX” series targets embedded processing, and the “SX” series aims for signal
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processing). The advantage to having these cores is that, if a design requires them, they

incur little area/delay/power overhead relative to an ASIC. The disadvantage is that the core

selection is set by the FPGA manufacturers and the product offerings that are necessarily

limited. Brick and mortar’s ability to synthesize different combinations of complex logic

functions cheaply into the same chip is a potential advantage over these domain-specific

FPGAs.

Coarse-grained, reconfigurable devices. These chips consist of relatively large, re-

configurable “objects”, which are configurably connected in an FPGA style. Many coarse-

grained, reconfigurable devices tend to target specific application domains [100, 24] or types

of computation [45, 115, 86, 119, 2], starting even with products from FPGA vendors, which

incorporate larger fixed blocks used in embedded and signal processing domains. FPGAs

are distinguished from this group because their structure assumes nothing, down to the

bit-level, about the configured circuit.

In some devices these objects are targeted towards a specific class of applications. For ex-

ample, the picoArray from picoChip [100] targets wireless signal processing. In other cases,

such as QuickSilver [103], Abric [8], and Cradle Technologies [33] offerings, the compute

nodes are more general. In still other cases, the entire device operates as a single recon-

figurable processor [45]. One startup, MathStar, Inc. [86], recently introduced its second

generation field-programmable object array (FPOA) family called Arrix, which supports 400

individually configured 16-bit objects connected via a 1GHz programmable interconnect. A

second startup, CSwitch [34], has announced an architecture consisting of configurable con-

trol, compute and switch nodes, connected via a 20-bit wide, 2 GHz interconnect fabric.

Certain applications, such as HDTV decoding, map well onto these devices. Applications

that map well generally contain significant amounts of traditional data parallelism and

operate on word-size chunks of data. Applications that do not map well are those that

require specialized bit-level operations and those with specific circuit requirements (e.g.,

analog to digital converters). There is a synergy between brick and mortar and these

technologies. Brick and mortar fabrication can produce coarse-grained, configurable devices.

It also offers the opportunity to mix and match part types and process technologies to
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produce a wider variety of these coarse-grained, configurable chips.

8.2 Chip carriers and the I/O cap

There are a number of trends driving packaging innovation today, including thermal man-

agement, interconnect density, and integration. All but one of these trends originates with

the integrated circuit itself, an indication sign that circuit and packaging technology are

becoming increasingly interwoven. Soon it will be impossible to develop one while ignoring

the other. The major thrusts of packaging research outlined in this section will further

illustrate this inter-relatedness.

• As a result of Moore’s Law, integrated circuit features are shrinking, resulting in more

potential I/Os per die. This pushes packaging to accommodate more densely packed

I/O signals.

• Another consequence of Moore’s Law is increasing integrated circuit speed, which

makes off-chip components, relatively, many more cycles away. This compels package

designers (1) to try to reduce the penalty of crossing the package boundary, and (2) to

reduce the need for package boundary crossings by bringing other system components

within the boundaries of a single package.

• As die feature density and speed increase, the power density of the die also increases,

meaning that packages must work even harder to supply power and dissipate the

resulting heat.

• Ever-shrinking consumer devices are pushing packages to continue to shrink and im-

prove packaging space efficiency.

The result of these trends are the following three major avenues of packaging development.

8.2.1 High-performance carriers

The last decade has seen a surge of research into high-performance chip carriers. The carrier

is the part of the package which is responsible for redistributing signals from the chip I/O
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pads to the package I/O pads. Historically wire bonds have been the “workhorse technol-

ogy” [18] of this redistribution with the carrier’s role restricted to physically “carrying” the

die. However, with the advent and widespread adoption of flip chip die-to-substrate bond-

ing, the carrier itself has provided the signal redistribution, via a layer-based interconnect.

Recently, a number of technologies have been proposed to improve carrier signal redis-

tribution performance and density:

• Sequential build-up (SBU) laminate substrate [18] First invented in 1988, these

carriers are essentially sophisticated printed circuit boards (PCBs). In 1997 Intel chose

an SBU carrier for use in a flip chip package, and they have been in wide use ever

since. They are significantly lower cost and higher performance than earlier multi-

layer ceramic substrates, and to this day development of denser designs and more-

reliable SBU manufacturing techniques represent a large segment of PCB research

and development.

• Bumpless build-up layer (BBUL) [83, 133] BBUL is related to SBU laminate

substrates, but is characterized by its lack of controlled collapse chip connection (C4)

bumps between chip and carrier. Unlike SBU laminates, BBUL bypasses C4 bumps

and manufactures the carrier directly onto the surface of the chip, resulting not only in

a thinner unit, but also in minimal signal discontinuity which reduces signal delay and

improves electrical performance. As of 2003, BBUL had yet appear in any commercial

products.

• Silicon Carriers [47] Silicon carriers were developed in recent years at IBM. Enabled

by through silicon vias, silicon carriers offer unprecedentedly high I/O and wiring

density. As of 2005, silicon carriers offered 10 to 100 µm I/O pitch and 1 to 10 µm

wiring pitch, compared with 150 µm I/O pitch and 40 µm wiring pitch in contemporary

laminate substrates. In addition, the silicon carrier and silicon die have similar thermal

expansion properties, thus reducing the mechanical stress on the chip-carrier joint and

improving reliability. The less agitation there is at this joint, the smaller the contacts

can be. IBM has developed micro C4 bumps (µC4) with 25 µm diameters on a 50
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µm pitch compared with typical 100 µm solder bumps on 200 or 225 µm pitch. This

reduction in size represents a 16-fold improvement in die I/O area density. This

technology might be an ideal technology in which to implement the I/O cap.

8.2.2 Thermal management

Heat transfer poses the second great challenge to modern package designers. Currently,

packages cannot dissipate more than 40 watts without the use of bulky fans [105]. In 2005,

researchers began to make the transition from air-based cooling mechanisms (which can

dissipate up to 90 watts/cm2) to liquid cooling (which can dissipate up to 200 watts/cm2).

Complicating the cooling problem is the fact that any heat dissipation technique is less

effective against an uneven heat source, caused, for example, by hot spots on the chip. To

be effective, a cooling system must use a heat spreader to distribute the heat evenly before

dissipation and cooling. In addition, various pieces of the package respond differently to

heat. In particular the region between the chip and the seal of the package lid is extremely

susceptible to heat.

8.2.3 Deeper integration and shrinking form factor

Finally, driven by the enormous mobile device market, package designers are constantly

striving to reduce the size of packaged chips. This is not a new battle, and past innovations,

such as surface mount technology and flip chip, have reduced the footprint of packaged

devices. Today this battle is largely pushing in the direction of multiple-die packages.

Multi-chip modules (MCMs) consists of multiple silicon integrated circuits which share

a single package. MCMs have been in commercial use for over 30 years, with packages as

large as 10cm on a side in use [65]. Integrating multiple dies into a single package not only

reduces the collective package overhead, but can also improve the cross-die communication

bandwidth and latency. Just like single-chip packages, multiple-chip packages must inter-

connect, power, cool, and protect their contents. As multiple dies are integrated via ceramic

then organic (plastic) then silicon carriers, there are orders of magnitude improvements to

be had in inter-die communication performance. These improvements approach, but do
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not quite meet, fully integrated, 3D silicon performance [10, 47]. Depending on how one

integrates system components into a package, it might be called a system-on-package (SoP)

or a System-in-package (SiP). An SoP integrates components into the carrier itself while an

SiP integrates multiple dies into a single package.

A second school of thought attempts to reduce the package footprint, not by building die-

on-die stacks, but instead stacking package-on-package. While both performance and space

efficiency suffer under this scheme, it proffers a number of advantages. First, by standardiz-

ing the pin connections, one gains package pluggability and its accompanying flexibility not

unlike how a standard interface enables mixing and matching of bricks. By contrast, each

die-on-die stack constitutes a completely unique design. The second advantage relates to

testing. To maximize the yield of any multi-chip design, die-on-die or package-on-package,

one should test each individual chip before including it in an assembly, and it is significantly

easier to effectively test a packaged chip than a bare die.

Ultimately the number of dies, space and economic constraints of specific applications

will determine which of these two 3D integration approaches is the more suitable space

saving scheme.

8.3 On-chip communication networks and the polymorphic fabric

On-chip networks are an extremely rich research domain, covering both breadth and depth.

Here we outline the research context most helpful in framing our polymorphic network

design.

8.3.1 Network designs

The history of on-chip networks begins with off-chip, large-scale system interconnects. This

previous art used a variety of topologies, amongst them those included in our study: fat

tree [78], flattened butterfly [69], mesh [37] and ring [37]. Present and future multi-core

designs demand much more than a simple integration of earlier large-scale system intercon-

nects onto a single die. For example, while mapping meshes and rings is relatively easy,

mapping a butterfly network onto a single chip presents more challenges. In addition, new

topologies, specifically designed for on-chip interconnects have arisen [69, 32].
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Meanwhile, the switches that are connected to form these topologies have also been

refined to meet the stringent power, latency, and fault tolerance requirements of an on-chip

network [30, 72, 139, 89]. The result is that today, we have a rich and expanding array of

options when implementing an on-chip interconnect.

8.3.2 Tailored NoC designs

There are a number of published techniques for determining the appropriate network design

for a specific application. In 2006, Hu et al. [57] presented evidence that non-uniform

network input buffers offer significant performance improvements. The work presents a pre-

fabrication buffer allocation algorithm that can be applied to find the appropriate buffer

sizings to best improve performance and economize resources. Other research develops tools

to synthesize a custom network on chip for a particular application [53, 90]. Each of these

projects has demonstrated a significant improvement in performance when the interconnect

was tailored to an application.

8.3.3 Relationship to FPGAs

Field-programmable gate arrays (FPGAs) already contain configurable networks. While

certainly the concept of “island style” routing and FPGAs have inspired our polymorphic

network, the details and underlying purpose are entirely different. The ability to configure

routes at the bit level, means the overhead is quite high. Consequently, the long history

of research into coarse-grained FPGAs, outlined in Section 8.1.7. This work reduces the

overhead caused by bit-level configurability, but still provides interconnect structures geared

towards fully statically routed designs, as would be required for emulating circuits. A poly-

morphic network is a tailored configurable device designed for emulating on-chip networks,

in the same way that an FPGA is a tailored configurable device designed for emulating

circuits.
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8.4 Multi-die assemblies

Both system-on-package (SoP) and multi-chip modules (MCMs) package multiple silicon

dies together in a single package. Those technologies were discussed in some detail in

Section 8.2.3. What distinguishes brick and mortar from these devices is the architectural

work. SoPs are a way to lower package costs, but still rely upon users to design and pay

for fabrication of the constituent ASICs that are bonded together. Our goal, instead, is to

develop a market of pre-fabricated ASIC bricks that interconnect in a standard way.

8.5 Self-assembly techniques

Self-assembly has been studied extensively. The goal of this research has always been similar

to our motivation for proposing FSA as a brick and mortar assembly technique. It offers a

low-cost alternative for bulk manufacturing that would otherwise require robotic assembly.

To the best of our knowledge, only one commercial company has attempted to employ FSA,

Alien Technologies [5]. Alien intended to use FSA to bond the antenna to the processing

device for RFID tag production.

8.6 Spatial application scheduling

Instruction scheduling is a classic compiler optimization problem, which has been widely

studied [101, 142, 79, 67]. We focus our discussion of related work on algorithms designed

for tiled architectures which have a spatial component.

8.6.1 Scheduling on clustered microarchitectures

Recent processor designs partition hardware resources to counteract increasingly long com-

munication latencies (relative to computation latencies). Instruction scheduling is used, in

part, to minimize the additional cycle spent accessing the remote resources. Several schedul-

ing algorithms attempt to balance operand locality with instruction-level parallelism. We

opted to begin our scheduling work by implementing Bottom-Up-Greedy [46], because it is

the canonical solution for this type of problem. Unified Assign and Schedule [95] was also

chosen, because it is, in essence, a general scheduling framework into which a compiler writer
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inserts a custom heuristic for the target architecture. The original developers examined sev-

eral heuristics for clustered microarchitectures [95]. In adapting UAS for WaveScalar, we

developed the WaveScalar-specific heuristic described in Section 6.3.2.

Other efforts have focused specifically on clustered VLIW architectures, including mod-

ulo scheduling [112], which, like UAS, performs both instruction placement and instruction

ordering, and in later versions, register spill code insertion [154], in a single pass. The work

by Zalamea et al. [154] studies the effects of program transformations on the success of these

scheduling algorithms.

The developers of Lx [49], a clustered VLIW microarchitecture, also studied the spa-

tial aspect of instruction scheduling, and developed another heuristic-based approach to

instruction placement [42]. This method employs a pared-down list scheduler to evaluate

the ultimate schedule length for a given placement.

8.6.2 Scheduling for Raw

Despite several fundamental differences, Raw [138] and WaveScalar share a grid topology.

Raw tiles are arranged in a 2D mesh, with distance-dependent communication latencies be-

tween tiles. Raw employs a four-phase instruction scheduler [76, 77]: clustering instructions

using dominant sequence clustering [149], merging clusters to match the smaller number

of tiles, assigning the clusters to tiles, and finally producing a temporal schedule for the

instructions at each tile using a list scheduler.

8.6.3 Scheduling for TRIPS

The TRIPS compiler [91, 31] assigns instructions to locations in its grid of processing ele-

ments based on the estimated length of the critical path. The compiler applies this algorithm

to map each instruction in a hyperblock of up to 128 instructions to one of execution tiles.

This smaller problem size, coupled with additional mapping constraints such as the loca-

tion of the register file and memory interface, significantly reduces the space of possible

mappings.



92

8.6.4 Partitioning and scheduling for data cache locality

Data cache-conscious instruction scheduling has seen two primary thrusts. One approach

has been to schedule instructions so as to improve the locality of the data stream for

a single processor [121, 25, 106, 144]. The second approach, applied to shared memory

multiprocessors, selects and assigns tasks to processors to minimize data sharing between

them [137, 7, 11]. Neither of these techniques is particularly well-suited to the application

scheduling problem as it pertains to brick and mortar. The former deals with temporal

schedules which we do not. The latter deals with cache coherence issues due to distributed

memory which should be subsumed by a good application schedule.
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Chapter 9

VARIATIONS, FUTURE RESEARCH, AND CONCLUSIONS

In this chapter we examine some modifications to the basic brick and mortar system

presented in this thesis. We also discuss avenues for future research that build on the work

described here.

9.1 Variations on brick and mortar

Chip manufacturing involves complex trade-offs between performance, function, cost, time

and power. Because we set out to attack chip manufacturing costs, when faced with one of

these trade-offs, we always opted to save cost. However, we believe that making different

design choices could lead to other useful points in the chip manufacturing design space.

These variations employ the basic brick and mortar technique, but use it slightly differently

from the way we have presented. We list the variations in order of increasing deviation from

the system presented here.

9.1.1 Multiple I/O caps

While a single I/O cap design is the least expensive way to implement many different chips,

one might consider offering users a choice of multiple I/O caps. There would be a cost

associated with this, but it would allow users to better fit their inter-brick and external

communication resources to their application’s needs.

9.1.2 A custom component

If the user has some functionality that cannot be implemented with the desired performance

using the standard bricks or I/O cap, it would be possible for the user to fabricate a

custom component for use in their chips. This would be significantly more costly than using

exclusively standard components. However, because it uses some standard components, it
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would be significantly less expensive than implementing the entire system from scratch. In

this scenario, the user could save some expense by fabbing his or her component in a slightly

older process.

9.1.3 Brick re-use over time

We have proposed achieving brick re-use across multiple different chip designs. An alternate

option would be to re-use bricks to implement a single design that evolves over time. If

features of a chip could be designed to map onto individual bricks, this would be a very

efficient way to incrementally add new features to a design. One could evolve a design by

adding a brick or bricks supporting the newest features and while continuing to use existing

bricks for the remainder of the design.

9.1.4 Breaking the function-communication abstraction

The brick and mortar system presented here has maintained a delineation between com-

putation (implemented in bricks) and communication (implemented in the I/O cap). This

physical distinction is, in fact, unnecessary. What truly distinguishes the bricks from the

I/O cap is how they are used in the chips. Brick and mortar chips automatically include

whatever circuitry is contained in the I/O cap, whereas the brick layer is customizable.

There is no reason that computation has to be contained in bricks. If there is some

computational core that turns out to be useful for all chips (for example, something very

general, such as a processor or SRAM), then there is no reason it could not be placed in

the I/O cap. Similarly the brick layer which can be customized per chip can be used to

augment the basic communication network for a particular chip.

9.2 Future research

There are a number of interesting veins of research that build on what has been presented

here.
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9.2.1 Polymorphic network

Reconfiguration. As mentioned in Chapter 3, the polymorphic network has potential

uses beyond the brick and mortar I/O cap. A monolithic chip in which the workload

changes dramatically may be able to take advantage of a configurable network. This use

raises an interesting question of when to reconfigure a network. Reconfiguration is likely

to be fast compared to an FPGA (as the configuration file itself is significantly smaller). If

an FPGA takes roughly tens of milliseconds, polymorphic network configuration probably

takes a handful of milliseconds. Determining when and how to reconfigure the network is

an open question. Reconfiguration is analogous in many ways to a context switch in an

OS. Extending the analogy, the program in this case is the configuration itself. One would

essentially be looking to design an operating system for spatial (rather than the traditional

temporal) applications.

Adaptation to communication needs. This online network reconfiguration framework

could be augmented to support evolution of the network configuration. Such a network

would adapt to the changing communication characteristics of applications, application

phases and input data sets. Research questions include not only when to reconfigure the

network, as mentioned above, but how much of the network to change and in what way.

This task might be well-suited to self-organization or online learning algorithms.

Support for on-chip isolation. In addition to connecting communicating cores, the

polymorphic network could be used to isolate cores that should never communicate. When

we want to maintain functional and performance isolation between software entities (such

as processes or virtual machines) that share the same chip, this could be especially useful.

Microarchitectural optimization. The microarchitecture of the polymorphic network

presented here is relatively simple, and there is room to push some of the recent advances

made by the on-chip network community into the fabric.
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9.2.2 Software systems

Per-chip API construction. It would be very useful to add an API to the system stack

in Figure 1.1 between the hardware and software. One could envision constructing such an

API in building block fashion along with the hardware system. As the hardware designer

adds bricks, modules could automatically be inserted in the API.

Modular OS. Brick and mortar makes it inexpensive to produce a family of related

hardware devices. Construction of a per-device operating system might negate much if not

all of the cost savings. How might one design an operating system that can run on varied

hardware devices? Perhaps the OS should be modular like the chip itself. More generally,

how far up the application stack should the software know about brick and mortar?

Variation in programming model. One might use brick and mortar to support not only

variations in functional cores, but variations in other aspects for the system. For example,

one might offer two I/O caps, one that supports distributed points of control within the

bricks, and a second that coordinates global synchronization.

Mix and match fine scheduling algorithms. The hierarchical application scheduling

algorithm presented in Chapter 6 makes it possible to select tailored fine scheduling algo-

rithms on a per-core basis. While all WaveScalar cores are equivalent and thus would not

benefit, this code scheduling scheduling framework could incorporate a variety of per-brick

tailored fine scheduling algorithms to improve application performance on brick and mortar

chips.

9.2.3 Refinement of brick and mortar design

Physical and architectural design space co-exploration. Brick and mortar chips

incorporate two very large design spaces: the architectural and the physical. The archi-

tectural space concerns the functionality implemented within the walls of any individual

piece of silicon. The physical space concerns the specific method of assembling dies and

the technology used to bond them together. As we sought to optimize cost, we selected
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the least costly points in the physical space and then explored the architectural space. In

actuality this is a co-design problem, where the physical design point selected will influence

your choice of architectural design and vice versa. This thesis leaves open a comprehensive

exploration of these interactions.

Power savings. As presented in this thesis a brick and mortar implementation of a design

is likely to consume more power than a monolithic implementation due to the addition of

inter-die signaling. There is opportunity to recoup some of that power by taking advantage

of asynchronous communication between bricks to support voltage scaling. One could also

push some asynchronous design into the I/O cap, which as the largest single die that stands

to benefit the most.

Optimizing design across die boundaries. It would be possible to break the current

delineation between communication (supported in the I/O cap) and computation (supported

in the bricks). Breaking this distinction opens up the possibility of “network booster bricks”

which can be added, on a per-application basis to improve communication performance.

Conversely one could provide generic computation hardware to all designs by implementing

it in the I/O cap.

9.3 Conclusion

Brick and mortar chips reduce the engineering effort required to implement a custom circuit

in a modern silicon process. Reducing this effort significantly reduces the total cost of the

chip. We achieved this by designing a system in which silicon components can be re-used

across many custom designs, thereby amortizing the cost of creating the components. We

developed and employed a model of chip manufacturing cost and used it to examine the

economic constraints on brick manufacturing and to determine under what circumstances

brick and mortar is economically beneficial.

This thesis presents and explores several technical aspects of brick and mortar chips. We

presented a methodology to develop a re-usable family of bricks, which makes efficient use

of the available silicon area and inter-brick communication resources. For communication
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between the bricks, we developed a polymorphic network architecture. This network can be

configured on a per-design basis to function as the network that best suits an application’s

needs. We explored the interaction between the brick and mortar system architecture and

the physical technique by which the components are assembled. We found that planning

for some flexibility in the architecture can be used to dramatically increase manufacturing

production rate. Finally, to maximize application performance while executing on a highly

partitioned substrate like a brick and mortar chip, we developed a software partitioning algo-

rithm that carefully balances communication penalties and computational resource conflicts.

In closing, we examined how one might use brick and mortar to assemble made-to-

order CMPs. We found that such chips perform comparably to their monolithic ASIC

counterparts. Modularity and re-use have long histories in engineering, and we hope that

their application to hardware via brick and mortar chips will put custom hardware within

reach of more applications.
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