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Mammalian predator-prey systems are behaviorally sophisticated games of stealth and fear. 
But, traditional mass-action models of predator prey dynamics treat individuals as behav- 
iorally unresponsive "molecules" in Brownian motion. Foraging theory should provide the 
conceptual framework to envision the interaction. But, current models of predator feeding 
behavior generally envision a clever predator consuming large numbers of sessile and 
behaviorally inert prey (e.g., kangaroo rats, Dipodomys, collecting seeds from food 
patches). Here, we extend foraging theory to consider a predator-prey game of stealth and 
fear and then embed this game into the modeling of predator-prey population dynamics. 
The melding of the prey and predator's optimal behaviors with their population and com- 
munity-level consequences constitutes the ecology of fear. The ecology of fear identifies 
the endpoints of a continuum of N-driven (population size) versus pL-driven (fear) systems. 
In N-driven systems, the major direct dynamical feedback involves predators killing prey, 
whereas j-driven systems involve the indirect effects from changes in fear levels and prey 
catchability. In pL-driven systems, prey respond to predators by becoming more vigilant or 
by moving away from suspected predators. In this way, a predator (e.g., mountain lion, 
Puma concolor) depletes a food patch (e.g., local herd of mule deer, Odocoileus hemionus) 
by frightening prey rather than by actually killing prey. Behavior buffers the system: a 
reduction in predator numbers should rapidly engender less vigilant and more catchable 
prey. The ecology of fear explains why big fierce carnivores should be and can be rare. In 
carnivore systems, ignore the behavioral game at one's peril. 

Key words: Puma concolor, mountain lion, Odocoileus hemionus, mule deer, predator- 
prey dynamics 

There have been two complementary but 
somewhat divergent approaches to preda- 
tor-prey interactions. Each approach focus- 
es on different aspects of the interaction. 
The first (Taylor, 1984) focuses on preda- 
tors killing prey; predators are lethal. The 
second (Lima and Dill, 1990) focuses on 
fierce predators scaring their prey; prey 
treat predation risk as an activity cost and 
respond accordingly. In fact, fierceness is 
not a property of the predator but rather a 
property of the prey. If prey exhibit con- 
spicuous fear responses to their predator, 
the predator is deemed fierce. 

The first approach has given rise to mod- 

els of predator-prey population dynamics 
(Hassell, 1978; Murdoch and Oaten, 1975; 
Rosenzweig and MacArthur, 1963). In such 
models, predators influence population size 
of the prey and may influence number and 
stability properties of equilibrium points. 
Rarely, however, do these models consider 
the prey's behavioral response to the pred- 
ator's presence. Ignorance of behavioral re- 
sponses may result in large deviations be- 
tween the model's predictions and empirical 
outcomes. These deviations may be partic- 
ularly acute for large mammalian predator- 
prey systems where prey and predator re- 
spond to each other in behaviorally sophis- 
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ticated ways. In fact, for the prey, these 
non-lethal effects of predators may be more 
important than the direct mortality inflicted 
by predators (e.g., Indian crested porcupine, 
Hystrix indica-Brown and Alkon, 1990; 
cf. Brown, 1989; Kotler and Holt, 1989; 
Schmitz et al., 1997; Werner, 1992). 

The second approach for investigating 
the non-lethal effects of predators draws 
heavily on foraging theory (Emlen, 1966; 
MacArthur and Pianka, 1966). Several 
models predict how foraging animals 
should balance conflicting demands for 
food and safety (Abrams, 1991; Brown, 
1988, 1992, 1999; Gilliam and Fraser, 
1987; Houston et al., 1993). When foraging 
under predation risk, individuals sacrifice 
feeding rate for safety either by allocating 
time among safe and risky habitats (Sih, 
1980), or by using vigilance while active 
within a habitat (Lima and Dill, 1990). 
These responses result in a number of im- 
portant behavioral indirect effects. For in- 
stance, as a result of behavioral resource de- 
pression (Charnov et al., 1976; Kotler, 
1992), presence of more predators makes it 
harder for each individual predator to cap- 
ture prey because of increasing prey wari- 
ness. As a result of predator facilitation 
(Charnov et al., 1976; Kotler et al., 1992), 
presence of one predator using a particular 
hunting tactic actually may drive prey into 
the jaws of another using a different tactic. 
Systems of large mammals should provide 
particularly rich foraging games (e.g., Hu- 
gie and Dill, 1994; van Balaan and Sabelis, 
1993) because the predator attempts to 
maximize its success rate on prey that ac- 
tively avoid predation. However, foraging 
theory deals mostly with systems where the 
predator consumes huge numbers of behav- 
iorally inert and sessile prey. At present, 
foraging theory applies least well to sys- 
tems like large mammalian predator-prey 
systems where behaviors are probably most 
sophisticated and important. 

Our objectives are to: 1) develop a model 
for the foraging behavior of fierce carni- 
vores and their prey, 2) consider conse- 

quences of this foraging game on popula- 
tion dynamics, and 3) consider how this 
changes conservation approaches and man- 
agement techniques. 

ECOLOGY OF FEAR 

In a model based on the ecology of fear, 
the value of a food patch to the predator 
includes number and catchability of prey. 
Upon entering a food patch, quality of the 
patch declines as prey flee the patch and 
become more wary. The predator should 
leave a patch as soon as the expected rate 
of capturing prey drops to some threshold 
level. 

Prey must select their optimal level of 
vigilance in response to their perceptions of 
a predator's whereabouts. In particular, prey 
must select a baseline level of apprehension 
that determines their level of vigilance in 
the absence of any tangible evidence of a 
predator's presence. If prey set their level 
of apprehension too high they miss valuable 
feeding opportunities. If they set it too low, 
they likely are to be killed by the predator. 
When embedded into a model of predator- 
prey dynamics, resulting behavioral re- 
sponses can simultaneously increase resil- 
ience, stability, and persistence of the pred- 
ator-prey interaction. 

In their seminal work, Rosenzweig and 
MacArthur (1963) modeled and anticipated 
different consequences of N-driven (purely 
mass action) versus 

px-driven predator-prey 
systems. Their more familiar mass-action 
(behaviorally unresponsive prey and pred- 
ators) model gives rise to a "Catch-22". 
Highly efficient predators result in intrinsi- 
cally unstable systems (non-equilibrium 
population fluctuations that may lead to the 
extinction of one or both species). Ineffi- 
cient predators result in extrinsically unsta- 
ble systems (environmental stochasticity 
may lead to predator extinction). Rosen- 
zweig and MacArthur (1963) recognized 
that behaviorally responsive prey and pred- 
ators may break the Catch-22 by creating a 
behavioral feedback that generates a decel- 
erating predator isocline with a positive 
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slope. In what follows, we conjoin the for- 
aging theory of MacArthur and Pianka 
(1966) with the predator-prey models of 
Rosenzweig and MacArthur (1963) to pro- 
duce a foraging game of stealth and fear 
that may underlie all predator-prey systems 
of fierce carnivores. 

THE CATCH-22 OF MASS-ACTION 
PREDATOR-PREY MODELS 

Consider the pioneering model of Rosen- 
zweig and MacArthur (1963) in which they 
show how predator-prey interactions pro- 
duce oscillatory dynamics. These dynamics 
may dampen toward a stable equilibrium, 
expand toward a limit cycle, lead to the 
predator's extinction, or result in extinction 
of prey and predator. Such a model can 
have the following form: 

3N/3t = N{ r[K/(N + X) - c] - PH(N)} (1) 

aP/at = P(r'H(N) - d), (2) 

where N and P are the population sizes of 
the prey and predators, r describes conver- 
sion of the prey's net resource harvest into 
offspring, K is a measure of the availability 
of the prey's resource, X is a saturation con- 
stant determining the prey's maximum rate 
of resource harvest, and c is the forager's 
maintenance cost, H(N) is the predator's 
functional response (generally type II which 
means safety in numbers for the prey), r' 
describes the conversion of prey consumed 
into per capita growth of predators, and d 
is the predator's density-independent death 
rate. The term K can represent the prey's 
carrying capacity in the absence of preda- 
tion when c = K/(K+X). 

The above model yields a humped 
shaped prey isocline for sufficiently large 
values of the saturation constant. The pred- 
ator's isocline is a vertical line that is in- 
dependent of P. For instance, a strongly 
humped-shaped prey isocline results if r = 
a = 0.1, K = 100, X = 300, h = 5, and c 
= 0.25; where a and h are the predator's 
encounter probability and handling time, re- 

spectively, on prey in a Holling's Type II 
functional response (Holling, 1965). 

In the mass-action model of Rosenzweig 
and MacArthur (1963), the intraspecific 
competition among prey stabilizes predator- 
prey dynamics while the safety in numbers 

experienced by the prey as a result of the 

predator's Type II functional response de- 
stabilizes the dynamic. Which effect out- 
weighs the other determines stability and 

gives the prey isocline its characteristic 

hump shape. Safety in numbers prevails at 
low N while intraspecific competition pre- 
vails at high N. As a consequence of this 
and subsequent models, conservation and 

management of predator-prey systems focus 
on prey population sizes, predator popula- 
tion sizes (or the ratio of N/P), and the 

predator's functional response. 
The model, however, places predators in 

an ecological Catch-22. According to this 
model, predator-prey systems should be 

highly extinction-prone due to either intrin- 
sic instabilities (expanding oscillations 
around an unstable equilibrium point) or 
environmental stochasticity. If the predator 
is very efficient at capturing prey, the equi- 
librium point is to the left of the peak in 
the prey's isocline and the system is intrin- 

sically unstable. If the predator is ineffi- 
cient, the system has a stable equilibrium to 
the right of the hump, but now the predator 
is susceptible to extinction from stochastic 
or catastrophic declines in the prey's envi- 
ronmental quality. An inefficient predator 
may not be able to persist long on a reduced 
prey population. 

The above system is purely N-driven in 
that the per capita growth rate of the pred- 
ator is determined solely by the number of 
behaviorally inert prey. However, for fierce 
carnivores, the system is also 

px-driven 
in 

that the fear dynamics of the prey also will 
influence the likelihood of a predator cap- 
turing prey. Does behavioral flexibility 
(MacArthur and Rosenzweig, 1963) rescue 
the predator from its Catch-22? 
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PATCH USE MODEL OF FIERCE PREDATORS 

SEEKING WARY PREY 

Sample system of mountain lions and mule 
deer.-While the theory we develop here 
should be general, we have the following sys- 
tem in mind as an example. Mountain lions 
(Puma concolor) and mule deer (Odocoileus 
hemionus) in the mountains of southern Ida- 
ho approximate closely a single-prey single- 
predator system (Altendorf, 1997; Hornocker, 
1970). The mountain lions capture deer on 
the boundaries and interiors of forest patches, 
and the deer move from these forest patches 
to open shrub habitat as bedding and feeding 
areas, respectively. Mountain lions move fre- 

quently among forest patches in a manner 
reminiscent of patch-use models from forag- 
ing theory (Brown, 1988; Charnov, 1976). 
However, unlike existing models of patch 
use, a mountain lion rarely harvests more 
than one food item per patch. Patch depletion 
is not the result of prey removal by the pred- 
ator, but the result of resource depression as 
the deer either become warier and harder to 
catch or the deer vacate the woods for anoth- 
er patch. The mountain lion-deer system is a 

game of stealth and fear (van Baalan and Sa- 
belis, 1993). 

For simplicity, consider an environment 
in which prey occur as isolated individuals 
within patches of suitable habitat. (Allow- 
ing herds of prey would be of considerable 
interest, but it complicates the following 
model by introducing information transfer 

among prey of the herd). Let the feeding 
rate of prey be density-dependent and de- 
cline with prey number. Consider a predator 
that is obliged to move from patch to patch 
in hope of capturing a prey. The model con- 
siders how long a predator should remain 
in a prey patch before giving-up and mov- 

ing onto the next patch, and how vigilant 
the prey should be when increased vigi- 
lance reduces both feeding rates and pre- 
dation risk. 

Prey Vigilance and Population Dynam- 
ics.-Based on equation 1, let a prey's per 
capita growth rate, G, be given by: 

G = r[(1-a)K/(N+x) - c] - diP, (3) 

where the first term represents fecundity as 
a result of resource harvest, di is the prey's 
average level of vigilance, and d2 is the 

prey's average mortality rate from preda- 
tion. Fecundity can be thought of as scram- 
ble competition in which f = K/(N+X) rep- 
resents the forager's feeding rate while not 

vigilant, (1-a)f is the forager's net feeding 
rate when vigilance is considered, and c is 
the forager's subsistence cost measured in 
the same units as the feeding rate. Vigilance 
can be thought of as the proportion of time 
that the prey spends scanning or looking for 

predators, 0 - u 
- 

1. The term r scales the 
conversion of net energy gain into fecun- 

dity. We have written the per capita growth 
rate of the prey as a fitness generating func- 
tion, G, (Vincent and Brown, 1988), be- 
cause ultimately fitness of an individual 

prey will be influenced by its own vigilance 
strategy, vigilance strategies of other prey, 
and patch-residence times of predators. 
This represents the foraging game between 
and among prey and predators. 

Let the instantaneous risk of predation be 
influenced by the prey's encounter rate with 
a predator, m, the predator's lethality in the 
absence of vigilance, l/k, the effectiveness 
of vigilance in reducing predator lethality, 
b, and the prey's level of vigilance, u: 

ji = m/(k+bu). (4) 

This model of vigilance follows that of 
Brown (1999). In this model, the prey uses 

vigilance to balance conflicting demands of 
food and safety (Fig. 1). Increasing vigi- 
lance will increase the prey's safety (reduce 
pL) but reduce its fecundity. Under equation 
3 and these assumptions, the prey's optimal 
level of vigilance is given by: 

u* = SQR{mr(N+x)/bR} - k/b. (5) 

The prey's optimal level of vigilance in- 
creases with its encounter rate with preda- 
tors, m, number of prey, N, the saturation 
constant, X, the conversion efficiency of en- 
ergy for offspring, r, and predator lethality, 
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FIG. 1.-The effect of vigilance in reducing predation risk for various scenarios in which the 
encounter rate with predators, predator lethality, and effectiveness of vigilance vary. 

1/k. Vigilance declines with resource abun- 
dance, K. The relationship between vigi- 
lance and effectiveness of vigilance is 
humped shaped. When vigilance is ineffec- 
tive (b very small), vigilance is useless, and 
when vigilance is very effective (b very 
large), little vigilance is required. When 
equation 5 for vigilance yields a value >1, 
the forager should spend all of its time vig- 
ilant, u* = 1. If equation 5 yields a value 
<0, the forager should spend no time vig- 
ilant, u* = 0. 

PREY WITH PERFECT INFORMATION 

Imagine that prey know the exact where- 
abouts of the predators. The prey know 
when there is no predator present in their 
patch, and they know instantly when a 
predator has arrived at the patch. The prey 

respond to the two following encounter 
rates with predators: m = M when a pred- 
ator is in the patch and m = 0 when there 
is no predator in the prey's patch, where M 
represents the predator's encounter proba- 
bility with prey when the predator is in the 
prey's patch. 

Under this scenario, the prey's response 
to predation risk should be: i* = u*(M) 
when a predator is present in the patch and 
u* = 0 when there is no predator present. 
The level of predation risk when a predator 
is in the patch is given by: 

tL' = M/(k+bfi*), (6) 

and the average level of risk experienced 
by an individual prey, /p is: 

F = pp'P, (7) 

This content downloaded  on Tue, 1 Jan 2013 11:00:27 AM
All use subject to JSTOR Terms and Conditions

http://www.jstor.org/page/info/about/policies/terms.jsp


390 JOURNAL OF MAMMALOGY Vol. 80, No. 2 

where p is the probability that a mountain 
lion is actually present in a particular prey 
patch. 

When a predator enters a patch, the prey 
instantly takes on the optimal level of vig- 
ilance, and this level will not change during 
the predator's tenure in the patch. In this 
case, the predator should stay in the patch 
until the prey has been captured (with some 
small probability that the predator is entire- 
ly unsuccessful and must move on prema- 
turely). The predator's average time to prey 
capture is 0 = 1/j?' and this becomes anal- 
ogous to handling time in a typical foraging 
model. The predator's functional response 
is analogous to the traditional models of 
patch use under sessile and unresponsive 
prey: 

H = aNjt'/([i'+aN), (8) 

where a is the predator's encounter rate with 
patches of prey. 

The probability that there is a predator 
within the prey's patch is given by: 

p = aP/(j'+aN), (9) 

The model of predator-prey population 
dynamics can be formulated by substituting 
a 

= pf*, and equation 7 for g into equation 
3 for the prey, and substituting equation 8 
for H into equation 2 for the predator. The 
prey's zero-growth isocline can be solved 
numerically by fixing a value for N (which 
then determines PI*) and finding the value 
of P such that the prey's G-function, equa- 
tion 3, equals zero growth. The predator's 
isocline remains vertical, and it can be 
found numerically by determining the val- 
ue(s) of N such that the predator has zero 
growth rate (Fig. 2). There will be a partic- 
ular Uf* associated with each N. And, in- 
creasing the number of prey increases the 
prey's optimal level of vigilance because of 
the individual's reduced feeding rate. 

Despite the ji-dynamics, the model has 
properties that closely approximate the 
mass-action model (Rosenzweig and Mac- 
Arthur, 1963). For a large range of param- 
eter values the prey's isocline is hump- 

10 r 

c 6 I 

24 1 

I I 

0 
0 10 20 30 40 50 60 70 80 

Prey density 

FIG. 2.-Predator-prey isoclines for a system 
where prey are prescient in that they know when 
a predator is present or absent from their patch. 
The solid hump-shaped isocline is for prey. 
Above and below this isocline the prey have a 
negative and positive growth rate, respectively. 
The dotted line to the left of the hump is the first 
predator isocline. To the right and left of this 
isocline, predators have a negative and positive 
growth rate, respectively. The dashed line is the 
predator's second isocline. To the right and left 
of this isocline, predators have a positive and 
negative growth rate, respectively. Neither inte- 
rior equilibrium point is stable (solid dots). If 
the population trajectory crosses the second 
predator isocline (from left to right), the dynam- 
ics result in the extinction of the predator. Dy- 
namics in the neighborhood of the first predator 
isocline can result in either a stable limit cycle, 
extinction of both predator and prey, or extinc- 
tion of the predator (depending on parameter 
values). For these isoclines parameters have 
been set to: r = c = 0.2, K = 100, X = 25, k 
= 1, M = 1, b = 100, d = 0.0011. 

shaped and the predator's isocline is vertical 
(Fig. 2). The predator actually may have 
two isoclines. As the prey population size 
increases the predator's fitness at first in- 
creases then decreases. At low N, having 
more prey to capture is more important than 
each prey's catchability. At high N, the 
catchability of prey is more important than 
the number of prey. Figure 3 shows the in- 
crease in the prey's ESS level of vigilance 
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FIG. 3.-The ESS value for prey vigilance as 
one moves along the prey's isocline from low to 
high values of prey density. The dotted line cor- 
responds to the example in Fig. 2 of a predator 
with prefect information (prescient). For presci- 
ent prey, the level of vigilance only applies to 
times when a predator is actually within the 
prey's patch. As prey density increases, the ESS 
level of vigilance increases because the prey's 
energy state and feeding rate are declining. The 
solid line corresponds to the prey's isocline in 
Fig. 4. These prey are ignorant of the actual 
whereabouts of the predators (the prey can es- 
timate predator numbers). Ignorant prey have 
the same level of vigilance whether or not there 
is a predator within its patch. The ESS level of 
vigilance declines because of a dilution effect. 
Increasing the number of prey along the prey's 
isocline reduces the likelihood of a prey having 
a predator within its patch. 

as one moves along the prey's isocline from 
low values of N to high values. The first 
predator isocline in Fig. 2, that intercepts 
the prey axis at low N, is the analog of the 
mass-action model. The equilibrium point 
is unstable (Fig. 2) because prey have a 
positive direct effect on themselves. The 
second predator isocline separates the state 
space into two regions. On the left side of 
the isocline the system dynamics become 
governed by the first predator isocline 
(leading to persistent oscillations, extinction 
of the predator, or extinction of both pred- 
ator and prey). To the right of the second 

predator isocline, the system results in ex- 
tinction of the predator and stable coexis- 
tence of prey at their carrying capacity. At 
the equilibrium point formed by the second 
predator isocline, the direct effect of the 
prey on the predator is actually negative, 
contributing strongly to an unstable equilib- 
rium. 

PREY THAT ARE IGNORANT OF PREDATOR 
WHEREABOUTS 

Imagine prey that know numbers of pred- 
ators and probability, p, that there is a pred- 
ator within its patch. Otherwise, it has and 
gains no information on the actual where- 
abouts of the predators. Such a prey has the 
following estimate of its encounter rate 
with predators: m = pM. It should set its 
vigilance level to: u* = u*(m). 

The prey retain this level of vigilance re- 
gardless of whether there is a predator pres- 
ent within the patch or not. Obviously such 
a prey is over-vigilant when there is no 
predator in the patch and under-vigilant 
when there actually is a predator within the 
patch (Abrams, 1994; Sih, 1984). Like prey 
with perfect information, a predator pursues 
a prey with a constant level of vigilance. 
The predator's patch use strategy should be 
to remain in the patch until it has captured 
the prey: 0 = 1/?p(u*). The appropriate 
terms for f, jx', p, and H can be substituted 
into the prey and predator dynamics, and a 
numerical solution can be found for u* and 
the prey's and predator's isoclines. The so- 
lution is more complicated to find because 
the optimal level of vigilance for an indi- 
vidual prey is influenced by size of the prey 
population size, the predator's population 
size, and the vigilance levels of other prey, 
all of which influence p (the likelihood of 
there being a predator within the patch). 
Values can be fixed for N and P and an 
iterative process can be used to find the 
ESS value for u*. 

The dynamics and isoclines of the model 
are now quite different from either the 
mass-action model (Rosenzweig and Mac- 
Arthur, 1963) or the above model with pre- 
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scient prey. The model is now strongly I- driven in the sense that the predator's func- 
tional response now is influenced directly 
by the changing fear levels of prey. When 
prey are prescient, the fear level encoun- 
tered by predators is independent of the 
predator's population size. However, under 
ignorant but responsive prey, the prey's fear 
level increases directly with the number of 
predators and decreases with the number of 
prey. A prey becomes less catchable to an 
individual predator as there are more pred- 
ators, and the prey becomes more catchable 
as the number of prey increases (Fig. 3). 
From the prey's perspective, increasing 
number of predators or decreasing number 
of prey increases the likelihood that indi- 
vidual prey will be pursued, which increas- 
es the prey's level of wariness. 

As a consequence of the 
px-dynamics, 

the 
predator's and prey's isocline change shape 
in ways that can increase both extrinsic and 
intrinsic stability of the population dynam- 
ics. The predator's isocline is decelerating 
with a positive slope (Fig. 4). The prey's 
fear response introduces a non-linear effect, 
in which presence of more predators makes 
it harder for each predator to capture prey. 
In this way, the predator can be very effi- 
cient at low population sizes of predators 
(increases resilience to environmental sto- 
chasticity and temporary catastrophes) but 
very inefficient at high population sizes of 
predators (increases stability of the equilib- 
rium point and reduces amplitude of cyclic 
dynamics). As number of predators goes to 
zero, the prey's optimal level of vigilance 
also goes to zero. As the number of pred- 
ators increases, prey should become in- 
creasingly vigilant and harder to capture. 

The i-dynamics shift the hump in the 
prey's isocline toward lower densities of 
prey (the isocline may lose its hump entire- 
ly). While the prey still experience safety 
in numbers as a consequence of a dilution 
effect (a predator can be pursuing and han- 
dling only one prey at a time), the effect is 
diminished by the prey's reduced vigilance 
in response to increased prey numbers. In 
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FIG. 4.-Predator-prey isoclines for a system 
where the prey are ignorant of the predators' 
whereabouts. The solid hump-shaped isocline is 
for the prey. Above and below this isocline, prey 
have a negative and positive growth rate, re- 
spectively. The positively sloped, decelerating 
dotted line is the predator's isocline. Increasing 
numbers of predators results in less catchable 
prey because prey increase their vigilance. To 
the left and right of this isocline, predators have 
a negative and positive growth rate, respectively. 
The interior equilibrium point is stable. For 
these isoclines parameters have been set to: r = 
c = 0.2, K = 100, x = 25, k = 1, M = 1, b = 
100, d = 0.05. 

fact, as prey abundance goes to infinite the 
prey's optimal level of vigilance goes to 
zero, and predators are maximally efficient 
at capturing prey. Furthermore, increasing 
population sizes of prey reduces each prey's 
feeding rate and survivor's fitness. These 
changes further reduce the prey's level of 
vigilance. The effect by which more prey 
make it easier for predators to kill each 
prey, increases the range of prey population 
sizes that generates a stable equilibrium 
point. 

When the fear response of prey increases 
and decreases with numbers of predators 
and prey, respectively, predators are freed 
from their Catch-22. They can be highly ef- 
ficient predators at low population sizes but 
rapidly become inefficient predators as the 
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population size of predators increases. 
Fierce carnivores and their prey's response 
to them promote an equilibrium in which 
the prey appear to be near carrying capacity 
and the predators are rare. In such a system, 
predators do not seem to regulate prey 
abundances in the traditional sense of kill- 
ing a large proportion of prey (N-driven). 
But, they do regulate their prey in the sense 
that prey forgo much of their own feeding 
opportunities in response to the threat of 
predation (p?-driven). Catchability of prey is 
as important to the predator as the actual 
number of prey. 

In this model, prey respond actively to 
the densities of prey and predators. But, 
predators are still passive players in this 
predator-prey game because they have a 
predictable and simple behavioral solution. 
They should pursue a prey until it has been 
captured. Prey are playing a vigilance game 
among themselves. The optimal level of 
vigilance by an individual depends on the 
likelihood of being pursued by a predator, 
and this likelihood decreases with the vig- 
ilance level and densities of other prey. By 
default, a predator spends more time within 
a patch as the prey become more vigilant. 
The next scenario shows how giving prey 
imperfect information regarding predators' 
whereabouts retains properties of the pres- 
ent model while making predators active 
players in the predator-prey game. 

PREY WITH IMPERFECT INFORMATION 

Imagine prey that are uncertain as to the 
actual whereabouts of the predators but are 
able to make an estimate of its encounter 
rate with predators based on cues emitted 
by the predator when it occupies a prey's 
patch (such cues may be auditory, olfacto- 
ry, or visual). Such a prey should have 
some background level of apprehension 
even in the absence of any nearby preda- 
tors. This level of apprehension is deter- 
mined by its baseline expectation of en- 
countering a predator in the absence of any 
cues of predatory risk. Refer to this back- 
ground level of apprehension as m'. When 

a predator actually enters a patch, the for- 
ager acquires information regarding its pos- 
sible presence and, on average, adjusts its 
apprehension higher the longer the predator 
remains in the patch. For example, follow- 
ing the arrival of a predator, the prey's ex- 
pected level of apprehension may be ap- 
proximated as a learning curve: m(t) = m' 
+ (M+m')(1-exp(-at)), where a is the rate 
at which a prey perceives the presence of a 
predator and t is the time since a predator 
has actually been in the patch (the prey nev- 
er actually knows this). As t goes from zero 
to infinite the prey's expectation of encoun- 
tering a predator rises from m' to M. The 
level of apprehension changes with the time 
prior to and after the arrival of the predator 
in the patch (Fig. 5). Under this model of 
imperfect information the prey's level of 
vigilance can be approximated as: u*ab = 

u(m') in the absence of a predator and u*pr 
= u(m(t)) in the presence of a predator. 

The challenge for the prey is to select the 
optimal level of background apprehension, 
m'. Increasing apprehension reduces feed- 
ing rates and reduces predation risk. If the 
level of apprehension is set too high, the 
forager misses out on valuable feeding dur- 
ing periods when there are no predators in 
the patch. If set too low, prey experiences 
unacceptably high predation risk in the 
presence of a predator. The background lev- 
el of apprehension must strike a balance be- 
tween feeding rate in the absence of pred- 
ators and safety in the presence of a pred- 
ator. The average risk of predation is given 
by: 

,a = p f[M/(k+bu*pr)]dt, (10) 

where p is the probability that a predator is 
actually in the prey's patch, and the risk is 
integrated from 0 to t (the giving up time 
of the predator). 

The forager's average level of vigilance 
over time is given by: 

i = 
(1l-p)u*ab 

+ pju*pr(t)dt. (11) 

The values of ft and a calculated from 
equations 10 and 11 can be substituted into 
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FIG. 5.-The prey's estimate of its encounter 
with predators as influenced by the arrival of a 
predator into its patch. The interval between 
[-20,0] represents the period prior to the pred- 
ator's arrival (actual encounter rate with preda- 
tors is zero). The prey's estimate of encountering 
a predator during this interval represents the 
prey's background level of apprehension. The 
interval between [0,80] represents time since the 
predator has been in the patch (actual encounter 
rate has been set to M = 1 for the period when 
a predator is actually in the patch). The prey's 
estimate of encountering a predator during this 
interval indicates how well the prey can respond 
to the actual presence of a predator. The prey 
with perfect information (prescient = dotted 
line) has no background level of apprehension 
and accurately assesses risk as soon as a pred- 
ator enters its patch. The prey that are ignorant 
of the predators' whereabouts have the highest 
background level of apprehension (dashed line), 
and their perception of risk does not change with 
the arrival of a predator. The prey with imperfect 
information has a level of background apprehen- 
sion that lies below that of the ignorant prey but 
above that of the prescient prey. While constant- 
ly underestimating risk when a predator is pres- 
ent in the patch, the prey with imperfect infor- 
mation, on average, increases its assessment of 
risk the longer a predator remains in its patch. 

the prey's fitness generating function, equa- 
tion 3. Given the probability that a predator 
is actually within the prey's patch, p, and 
given the predator's giving up time, t, it is 
possible to find the ESS value of m' (back- 

ground level of apprehension) that maxi- 
mizes the prey's finite rate of growth. The 
model possesses the two extremes of prey 
with perfect information (a--oo) and com- 
pletely ignorant prey (oL---). When 

a--oo, then the optimal value for m'-0O. As ca--O, 
the optimal level for apprehension, 

m'--pM. The baseline level of apprehension has 
the following properties. Baseline appre- 
hension increases with the predator's pop- 
ulation size, the predator's encounter rate 
with prey, and the prey's energy state. Base- 
line apprehension decreases with the prey's 
population size, effectiveness of vigilance, 
the prey's detection rate of predators, the 
prey's intrinsic growth rate, and the preda- 
tor's patch residence time. 

We have characterized the vigilance be- 
havior of the prey. When the prey have im- 

perfect information, how long should a 
predator remain in a patch before moving 
to another? 

PREDATOR'S RESPONSE TO PREY WITH 

IMPERFECT INFORMATION 

In the examples with prescient and ig- 
norant prey, the predator remained in a 

patch until it had captured the prey (except 
instances where events force the predator to 
leave a patch prematurely, such as the prey 
abandons the patch before the predator cap- 
tures it). Now, consider a predator that is 
aware of the prey's level of apprehension. 
Such a predator may still elect to remain in 
a patch until the prey has been captured. 
But, the predator's expected harvest rate 
within the patch, Rp(t), declines with time 
spent in the patch. The longer the predator 
pursues the prey the less catchable it be- 
comes. There may come a point, t*, at 
which the prey is no longer worth pursuing 
and the predator is better off abandoning 
the prey and seeking another. The predator's 
optimal stay time within the patch before 
abandoning the hunt, t*, satisfies a marginal 
value theorem (Charnov, 1976). The pred- 
ator should abandon the hunt on a given 
prey at the point where its expected capture 
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rate, jt(t), drops to its average capture rate 
from seeking and pursuing a new prey. The 
optimal giving-up time, t*, satisfies: 

[t(t*) = H(t*), (12) 

where the predator's average harvest rate is 
given by the probability of making a kill 
within a given patch divided by the time 
required to find the patch, T = l/aN, and 
dispatch the prey: 

H(t) = [1-exp(-Jli(t)dt)]/[T+t*], (13) 

where the integral is evaluated from t = 0 
to t = t*. 

For any given N, P, t, and prey back- 
ground level of apprehension, m', it is pos- 
sible to find a given predator's optimal val- 
ue for t*. All else being equal, increasing 
N increases a predator's harvest rate with- 
out altering the likelihood of capturing a 
prey within its patch. Hence, t* should de- 
cline. Increasing P has the opposite effect 
by increasing the predator's travel time 
among patches, reducing its H and, hence, 
increasing t*. Increasing the t of all the oth- 
er predators decreases a predator's T, in- 
creases its H, and, hence, reduces t*. In- 
creasing m' decreases H and decreases the 
quality of a given patch. The net effect of 
increasing m' is to increase t*. 

The probability of capturing a prey de- 
clines with time spent by the predator in the 
patch (Fig. 6). The predator should remain 
in the patch until this line intersects the hor- 
izontal line showing the predator's average 
capture rate across all patches of prey. For 
instance, the predator's patch-residency 
time (similar to a giving-up time) should be 
longer in a poor environment than in a rich 
environment. 

To a fierce predator, the number (N) and 
catchability (R) of prey determines patch 
quality. Increasing patch quality increases 
the amount of time that a predator should 
hunt within a patch before giving up if it 
has not yet captured any prey. Increasing 
patch quality also increases the probability 
that a predator will have captured a prey 
before it gives up on the patch. All else 
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FIG. 6.-The decline in patch quality experi- 
enced by a predator hunting a prey with imper- 
fect information. To the predator, the prey is 
most catchable at the moment the predator ar- 
rives in the patch. Subsequently, the prey be- 
comes less catchable, and eventually the likeli- 
hood of making a successful capture declines to 
the threshold level. At this threshold, the pred- 
ator has as good a chance of capturing a prey 
by traveling to and hunting a less wary prey in 
a different patch. An unsuccessful predator 
should leave the patch when its expectation of 
making a successful capture no longer exceeds 
the threshold. Relative to one in a poor environ- 
ment, a predator in a rich environment should 
have higher threshold and spend less time in 
each unsuccessful patch. Relative to prey with a 
high baseline level of apprehension, a predator 
should spend more time in a patch when prey 
have a low baseline level of apprehension. 

being equal, increasing the background ap- 
prehension level of the prey or increasing 
the energy state of the prey will reduce 
patch quality. All else being equal, increas- 
ing the number of prey, increasing the mar- 
ginal value of energy to the prey, and in- 
creasing the prey's feeding rate will in- 
crease patch quality. 

The ESS values for the prey's baseline 
level of apprehension and the predator's 
giving-up time must be found iteratively. 
The resulting isoclines for the predator-prey 
system generally resemble those for a prey 
that is ignorant of the predator's where- 
abouts, except the case where the prey is 
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quickly able to detect a predator within its 
patch (a very large). 

DIscusSION 

We make the distinction between popu- 
lation size driven (N-driven) and fear driv- 
en (p~-driven) predator-prey interactions. In 
N-driven systems, the killing of prey by the 
predators is the principle impact of preda- 
tors on prey's fitness and population dy- 
namics. In ji-driven systems, predators have 
their largest impact via their effects on the 
feeding behaviors and feeding rates of prey. 
In response to predators, prey sacrifice oth- 
er components of fitness by spending time 

vigilant or by foregoing opportunities in 

risky habitats (Kotler and Holt, 1989). 
Predator-prey systems with fierce carni- 
vores provide ideal candidates for 4-driven 
interactions. 

Fierceness is not a property of predators 
but indicates the ability of prey to recognize 
and respond to risk of predation. By taking 
appropriate behavioral responses, a prey 
may be able to significantly reduce the ac- 
tual mortality risk of the predator. Brown 
and Alkon (1990) found that predation risk 

strongly influenced habitat selection and 

patch use by Indian crested porcupines in 
the Negev Desert of Israel. As a conse- 

quence, porcupines have an actual risk of 

predation that approaches nil. Schaller 
(1972) concluded that lions (Panthera leo) 
on the Serengeti did not regulate popula- 
tions of wildebeest (Connochaetes tauri- 
nus) or zebras (Equus burchelli). This con- 
clusion was based on the observation that 
lions kill only a small fraction of their prey 
populations. By scaring their prey, lions 

probably strongly influence their prey's fit- 
ness. Risk of predation causes wildebeest 
and zebras to be more vigilant and shift ac- 

tivity towards safer habitats (Illius and Fitz- 

gibbon, 1994; Mills and Schenk, 1992). 
Similar responses of prey to predation risk 
have been documented in guinea pigs (Cav- 
ia aperea-Cassini, 1991) and redshanks 
(Tringa totanus-Cresswell, 1994). Fright- 
ened herbivores are unlikely to overgraze 

their forage in the manner of unwary sheep 
and livestock (e.g., pikas, Ochotona prin- 
ceps-Huntly, 1987). Frightened prey have 
high giving-up densities as they sacrifice 
food for safety (Brown, 1988; Brown and 
Morgan 1995; Kotler et al., 1991, 1994). In 
fact, it is the ability of the prey to purchase 
safety with reduced feeding rates that cre- 
ates a 4-driven system. The system moves 
from N-driven towards ?j-driven, as the 
prey become more effective at reducing 
predation risk via reduced feeding rates. 

Adding fear responses of prey to models 
of predator-prey population dynamics have 
revealed diverse consequences. Adding be- 
haviors can be destabilizing or stabilizing 
(Abrams, 1994; Fryxell and Lundberg, 
1994,1998; Schwinning and Rosenzweig, 
1990; van Balaan and Sabelis, 1993). Anti- 
predator and predator behaviors can pro- 
mote diversity or inhibit diversity of prey 
species that can coexist (Abrams and Mat- 
suda, 1993; Holt, 1977; Holt and Lawton, 
1994). Here, we considered the outcome of 
three different scenarios that differed in 
prey knowledge of the predators' where- 
abouts. We considered a system in which 
the prey are patchily distributed and the 

predator is obliged to move from patch to 

patch in hopes of encountering prey. When 
the prey had perfect knowledge of the pred- 
ator's whereabouts, the optimal behavior of 
the prey destabilized the interaction. In- 

creasing number of prey actually reduced 
the predator's efficiency at capturing prey 
(Fig. 2 and 3). When prey had information 
on number of predators but no information 
on their whereabouts, their fear responses 
were strongly stabilizing. Increasing num- 
ber of prey or decreasing number of pred- 
ators strongly increased efficiency with 
which a predator could catch prey (Fig. 3 
and 4). 

When prey have imperfect information 
on predator's whereabouts, they select a 
baseline level of apprehension. The base- 
line level of apprehension responds to num- 
ber of prey, state of the prey, prey's feeding 
rate, and numbers and characteristics of the 
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predator. The prey's level of apprehension 
also determines catchability of prey and 
quality of a prey patch to the predator. This 
determines optimal giving-up time of a 
predator in a prey patch. Such a predator- 
prey system may generate a very robust and 
resilient persistence of prey and predator. 
As the predator becomes rare or the prey 
become exceedingly abundant, prey should 
lose their,apprehension and be sheep-like in 
their wariness. Under these circumstances a 
predator should be very efficient, should 
have an easy time killing prey, and should 
have high fitness. A low number of preda- 
tors then can be sustained by a relatively 
low population of prey. As predators be- 
come more abundant, prey should become 
increasingly difficult to catch. Under these 
circumstances, a predator should be ineffi- 
cient and should require a large population 
size of prey for subsistence. In our model 
of imperfect information, big fierce carni- 
vores must be rare. Otherwise they would 
find their prey uncatchable from fright. 
And, in our model, big fierce carnivores can 
be rare and persist because of the increasing 
catchability of prey as predators decline in 
number. 

Mountain lions and mule deer may illus- 
trate how N-driven and ji-driven systems 
might differ. Imagine an area with ca. 25 
mountain lions and ca. 5,000 mule deer 
(e.g., Altendorf, 1997; J.W. Laundr6 et al., 
in litt.). Consider a situation in which the 
deer are unusually rare as a consequence of 
a harsh winter or drought. Imagine that five 
mountain lions (ca. 20%) have died of star- 
vation or have been shot by people pro- 
tecting their livestock. Under an N-driven 
system, the remaining mountain lions are 
no better off than before the five starved. 
They do not experience a higher density of 
deer (even if they can expand into the va- 
cated territories) and only after a lengthy 
time lag will the reduced population of 
mountain lions result in a higher deer den- 
sity. This is the typical time-lag in the col- 
lapse and recovery of prey populations that 
can cause limit cycles in predator-prey pop- 

ulation dynamics (Hassell, 1978). Under an 
N-driven system, the remaining 20 moun- 
tain lions might be subject to extinction in 
the absence of a rapidly recovering deer 
population. 

Now consider the mountain lions as a jL- 
driven system. Following the loss of 20% 
of the population of mountain lions, mule 
deer will immediately experience less over- 
all predation risk. Within days, mule deer 
may respond by reducing their vigilance 
levels. As prey become easier to catch, the 
remaining mountain lions benefit almost 
immediately from the predator reduction. 
At 10-15 mountain lions, the unwary deer 
may buffer the lions from any further re- 
duction. Furthermore, if the lions achieve a 
population of ca. 35, deer may be so hard 
to catch that the lions risk starvation, and 
some are obliged to emigrate. In such a sys- 
tem, territoriality by the mountain lions 
may not be as much a mechanism for social 
regulation of population sizes, as a means 
for mountain lions to protect catchability of 
their prey. A wayward mountain lion mov- 
ing through another's territory may frighten 
the deer and cause a temporary decline in 
quality of the territory. 

Our model suggests alternative strategies 
for monitoring and managing predator 
prey-systems that are 4-driven. In a 4-driv- 
en system in which the prey have imperfect 
information of the exact predator where- 
abouts, useful information for testing and 
applying the model include prey vigilance 
levels, feeding rates, giving-up densities 
(Altendorf, 1997), and the residency times 
of predators within prey patches. Vigilance 
and giving-up densities of the prey may 
provide a valuable behavioral indicator of 
the status of the predator population. For 
instance, by 1997 elk (Cervus elaphus) in 
regions of Yellowstone with wolves (Canis 
lupus) were conspicuously and significantly 
more vigilant than those in areas that had 
not seen wolves in >50 years (J. W. Laun- 
dr and K. B. Altendorf, in litt.). A sudden 
drop or increase in vigilance levels could 
be a valuable gauge of a collapse or surge, 
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respectively, in the predator population. Be- 
havioral data on fierce-carnivore systems 
may be as useful and diagnostic as data on 
the respective population sizes of predator 
and prey. 

For the last 30 years, the work of Rosen- 
zweig and MacArthur (1963) has been val- 
ued for its mass-action model of predator- 
prey dynamics, and the work of MacArthur 
and Pianka (1966) has provided inspiration 
for studying foraging behaviors lines of 
evolutionary ecology to consider a model 
for how fierce-predator and prey systems 
might behave. Viewing predator-prey sys- 
tems as foraging games of stealth and fear 
offers refreshing avenues for research and 
management. 
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