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An evaluation framework for clinical use  
of large language models in patient 
interaction tasks
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Daniel I. Schlessinger    4, Shannon Wongvibulsin5, Leandra A. Barnes6, 
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Roxana Daneshjou    6,9,11   & Pranav Rajpurkar    1,11 

The integration of large language models (LLMs) into clinical diagnostics 
has the potential to transform doctor–patient interactions. However, 
the readiness of these models for real-world clinical application remains 
inadequately tested. This paper introduces the Conversational Reasoning 
Assessment Framework for Testing in Medicine (CRAFT-MD) approach for 
evaluating clinical LLMs. Unlike traditional methods that rely on structured 
medical examinations, CRAFT-MD focuses on natural dialogues, using 
simulated artificial intelligence agents to interact with LLMs in a controlled 
environment. We applied CRAFT-MD to assess the diagnostic capabilities of 
GPT-4, GPT-3.5, Mistral and LLaMA-2-7b across 12 medical specialties. Our 
experiments revealed critical insights into the limitations of current LLMs 
in terms of clinical conversational reasoning, history-taking and diagnostic 
accuracy. These limitations also persisted when analyzing multimodal 
conversational and visual assessment capabilities of GPT-4V. We propose a 
comprehensive set of recommendations for future evaluations of clinical 
LLMs based on our empirical findings. These recommendations emphasize 
realistic doctor–patient conversations, comprehensive history-taking, 
open-ended questioning and using a combination of automated and 
expert evaluations. The introduction of CRAFT-MD marks an advancement 
in testing of clinical LLMs, aiming to ensure that these models augment 
medical practice effectively and ethically.

Patient history collection is the foundation of medical diagnosis, ena-
bling physicians to identify key information that guides their clini-
cal decisions. However, the mounting pressure of escalating patient 
numbers, lack of access to care1, short consultation times2,3 and the 
expedited adoption of telemedicine due to the coronavirus disease 
2019 (COVID-19) pandemic4 have presented formidable challenges to 
this conventional model of interaction. As these factors risk compro-
mising the quality of history-taking and, thereby, diagnostic accuracy2, 

there is a need for innovative solutions that can enhance the efficacy 
of these clinical conversations.

New advances in generative artificial intelligence (AI), specifically 
in large language models (LLMs), present a potential solution to this 
problem5–9. These AI models have the ability to engage in nuanced 
conversations, making them ideal candidates for extracting com-
prehensive patient histories and assisting physicians in generating 
differential diagnoses10–12. However, a considerable gap remains in 
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medical information and symptoms to arrive at the most likely diag-
nosis. The patient-AI agent is assessed on its ability to avoid medical 
jargon, similar to real patients, and the grader-AI agent is judged on 
the precision of its grading (Methods). This bears similarities to the 
Objective Structured Clinical Examination (OSCE) while also introduc-
ing unique advantages, such as scalability and rapidity of evaluations. 
The simulation of doctor–patient conversations enables clinically 
meaningful evaluation across various medical specialties, and assess-
ments by medical experts quantify confidence in the results obtained.

The CRAFT-MD framework was evaluated on a total of 2,000 case 
vignettes (see ‘Data availability’). Of these, 1,800 were sourced from 
MedQA-United States Medical Licensing Examination (USMLE)28, 
encompassing medical conditions common in primary and special-
ist care across 12 medical specialties: Dermatology, Hematology and 
Oncology, Neurology, Gastroenterology, Pediatrics and Neonatology, 
Cardiology, Infectious Disease, Obstetrics and Gynecology, Urology 
and Nephrology, Endocrinology, Rheumatology and Others (Extended 
Data Fig. 1). One hundred case vignettes were included from an online 
question bank29 (referred to as Derm-Public), and 100 newly generated 
private cases (referred to as Derm-Private) were also included to study 
trends across data sources and focused evaluation on skin diseases. 
Commercial models, including GPT-4 (6 November 2024 version) and 
GPT-3.5 (6 November 2024 version), and open-source models, includ-
ing LLaMA-2-7b, Mistral-v1-7b and Mistral-v2-7b, were evaluated for 
their clinical conversational reasoning skills. Dataset contamination 
estimation of the 2,000 case vignettes using Memorization Effects 
Levenshtein Detector (MELD) analysis6 did not reveal overlap with the 
GPT-4 training dataset (Extended Data Fig. 1), although it is noted that 
MELD has high precision but unknown recall. For evaluation of the mul-
timodal LLM GPT-4V, case vignettes and their associated images were 
sourced from the NEJM Image Challenge dataset (see ‘Data availability’).

CRAFT-MD considerably outpaces traditional human-centric eval-
uation methods in efficiency and scale. It processes 10,000 multi-turn 
conversations in 48–72 h (API calls being the primary constraint), plus 
15–16 h of expert evaluation. In contrast, human-based approaches 
would require extensive recruitment and an estimated 500 h for patient 
simulations (~3 min per conversation) and about 650 h for expert 
evaluations (~4 min per conversation). This demonstrates the capac-
ity of CRAFT-MD to markedly reduce time and resources in large-scale 
clinical LLM assessments.

Conversational interactions reduce diagnostic accuracy
We evaluated whether LLMs maintain accuracy when making diagnoses 
through conversations versus static case vignettes in the four-choice 
multiple choice questions (MCQs) setting. Using the CRAFT-MD frame-
work, we transformed vignettes into multi-turn conversations between 
the clinical LLM and patient-AI agents (Fig. 2a,b and Methods). For all the 
evaluated LLMs (GPT-4, GPT-3.5, Mistral-v2-7b and LLaMA-2-7b), diag-
nostic accuracy dropped when using conversations versus vignettes 
(Fig. 2c and Supplementary Tables 1 and 2). Performance drops were 
0.193 for GPT-4 (0.820 to 0.627), 0.19 for GPT-3.5 (0.657 to 0.467), 0.211 
for Mistral-v2-7b (0.637 to 0.426) and 0.076 for LLaMA-2-7b (0.395 to 
0.319), all with adjusted P values less than 0.0001. Therefore, despite 
their impressive capabilities on static inputs, current LLMs are limited 
in adapting to the dynamic conversations for four-choice MCQs.

We next quantified the impact of follow-up questions by the clini-
cal LLM in multi-turn conversations. For this, we evaluated the perfor-
mance in single-turn conversations (Fig. 2d and Methods), where the 
clinical LLM based its diagnosis solely on initially described symptoms 
without asking follow-up questions to the patient-AI agent. Accuracy 
in four-choice MCQs for single-turn versus multi-turn conversations 
decreased by 0.107 for GPT-4 (0.627 to 0.520, adjusted P < 0.0001), by 
0.032 for GPT-3.5 (0.467 to 0.435, adjusted P < 0.0001) and by 0.015 
for LLaMA-2-7b (0.319 to 0.304, adjusted P < 0.05) and increased by 
0.022 for Mistral-v2-7b (0.426 to 0.448, adjusted P < 0.001) (Fig. 2c and 

assessing the readiness of these models for application in real-world 
clinical scenarios13–15. The predominant method for evaluating LLMs in 
medicine involves medical examination-style questions, with a strong 
emphasis on multiple-choice formats16–18. Although there are instances 
where LLMs are tested on free-response and reasoning tasks12,19,20 or for 
medical conversation summarization and care plan generation21, these 
assessments are less common. Importantly, these assessments do not 
explore the ability of LLMs to engage in interactive patient conversa-
tions, which could enhance telehealth and virtual medical visits, help 
emergency room physicians triage patients and facilitate medical edu-
cation by teaching medical students best practices for history-taking.

Addressing this evaluative shortfall, we propose a new frame-
work for evaluation of clinical LLMs, called the Conversational Reason-
ing Assessment Framework for Testing in Medicine (CRAFT-MD). As 
opposed to the conventional reliance on structured medical examina-
tions, CRAFT-MD evaluates a clinical LLM by simulating active collection 
and integration of information through a doctor–patient conversation, 
similar to a physician’s interaction with patients. This simulation is 
achieved through a patient-AI agent that interacts with the clinical LLM. 
A grader-AI agent then evaluates the conversation for correctness of 
diagnosis, and medical experts assess the reliability of each AI agent. 
CRAFT-MD substantially enhances the scalability of evaluations, ena-
bling broader and faster testing to keep pace with the rapid evolution 
of LLMs. It addresses the challenges of using human testers alone and 
mitigates potential ethical and safety concerns of early LLM interactions 
with real patients, reducing the risk of harm from such engagements.

We applied CRAFT-MD to assess the clinical diagnostic capabilities 
of commercial and open-source LLMs, including GPT-4 (ref. 22), GPT-3.5 
(ref. 23), Mistral (ref. 24) and LLaMA-2-7b (ref. 25), as well as multimodal 
LLMs, such as GPT-4V (refs. 26,27). Our evaluations encompassed medi-
cal conditions common in both primary and specialist care settings 
across 12 medical specialties. The experiments highlight the limita-
tions of current LLMs in incorporating details from conversational 
interactions for accurate diagnosis and medical image interpretation. 
Supported by this empirical evidence, we further developed a com-
prehensive set of recommendations for evaluating the conversational 
reasoning capabilities of clinical LLMs. CRAFT-MD, therefore, provides 
a robust framework for evaluating the proficiency of LLMs in medical 
information processing, critical thinking and decision-making—skills 
essential in clinical settings—ultimately supporting the development 
of LLMs tailored to the complexities of healthcare.

Results
The CRAFT-MD framework
CRAFT-MD is a framework designed to evaluate the conversational 
reasoning abilities of clinical LLMs in simulated doctor–patient inter-
actions. At its core, CRAFT-MD assesses the capacity of a clinical LLM 
to conduct medical interviews, synthesize information and formu-
late diagnoses in a realistic clinical context. The framework employs 
a multi-agent approach comprising four components (Fig. 1): the 
clinical LLM being evaluated, a patient-AI agent that simulates patient 
responses, a grader-AI agent that assesses diagnostic accuracy and 
medical experts who validate the process. This design allows for com-
prehensive evaluation of any clinical LLM, as the model being tested 
can be easily switched out.

The clinical LLM interacts with the patient-AI agent, asking ques-
tions about current symptoms, medical history, medications and 
family history to formulate a differential diagnosis. The patient-AI 
agent responds in layman’s terms, based on a detailed case vignette. 
The grader-AI agent evaluates the clinical LLM’s diagnosis in free text 
for accuracy against the correct diagnosis provided in the vignette, 
accounting for synonyms and disease variants. Finally, medical experts 
review a subset of the simulated dialogues for qualitative insights into 
the limitations of the clinical LLM and determine the reliability of each 
AI agent. The clinical LLM is evaluated on its ability to gather relevant 
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Supplementary Tables 1 and 2). Surprisingly, this decrease in accuracy 
for GPT-4, GPT-3.5 and LLaMA-2-7b was lower than anticipated, despite 
the relevance of the follow-up questions to the final diagnosis.

Conversational Summarization improves the limited 
reasoning of LLMs across multiple dialogues
We hypothesized that the minimal changes in accuracy between 
single-turn and multi-turn conversations could result from difficulties 
in synthesizing information across multiple dialogues. This issue could 
emerge if the training dataset predominantly features vignette-like 
examples rather than extended dialogues. To test this hypothesis, we 
developed a technique called Conversational Summarization, which 
transforms multi-turn conversations into vignette-like summaries, 
consolidating all details into a single paragraph (hereafter called ‘sum-
marized conversation’) (Fig. 2e, Extended Data Fig. 2 and Methods). The 
summarized conversation is different from the vignette itself because 
only the details revealed by the patient-AI agent are transformed.

We observed an increase in accuracy when the clinical LLM was 
provided with summarized conversations compared to multi-turn 
conversations, for all evaluated models in the four-choice MCQ setting 

(GPT-4 = 0.627 to 0.669, adjusted P < 0.0001; GPT-3.5 = 0.467 to 0.507, 
adjusted P < 0.0001; Mistral-v2-7b = 0.426 to 0.513, adjusted P < 0.0001; 
LLaMA-2-7b = 0.319 to 0.335, adjusted P < 0.05) (Fig. 2c and Supplemen-
tary Tables 1 and 2). These observations indicate that transforming 
scattered multi-turn conversations to concise vignette-like formats 
(that is, summarized conversations) may be useful for more accurate 
diagnoses.

Trends persist in open-ended diagnoses and across specialties
The four-choice MCQs used in medical licensing examinations do not 
reflect the open-ended diagnosis process in real clinical settings. To 
evaluate conversational reasoning in a more realistic scenario as part of 
the CRAFT-MD framework, we evaluated the conversational reasoning 
of clinical LLMs without answer choices—that is, free-response ques-
tions (FRQs) (Fig. 2a,b,d,e and Methods). All the free text responses by 
the clinical LLM were evaluated using the grader-AI agent.

Removing answer options leads to decrease in accuracy. The accu-
racy of all models considerably decreased in the FRQ format compared 
to the four-choice MCQ format (Fig. 2c,f and Supplementary Table 3). 

Prompt
Answer questions in layman
language based on the following
case vignette.  

Prompt
Ask questions about the following
until confident of the diagnosis.
- Current medical symptoms
- Medical history
- Medications
- Family history

Clinical 
LLM

Patient-AI
agent

A 55-year-old man who had been admitted to the 
intensive care unit had a sudden-onset vesicular 
rash appear across his trunk and arms, as shown. 
He had undergone a small-bowel resection; his 
post-operative course had been complicated by 
sepsis, fevers, and respiratory failure. On exam, he 
was wrapped tightly in blankets. The vesicles did 
not rupture with light palpation but broke when 
more pressure was applied.

Doctor–patient conversation

I've got a sudden rash with blisters all over my 
chest and arms.

Patient-AI agent

What is your age and sex?

Clinical LLM

I'm a 55-year-old man.

Patient-AI agent

How long have you had this rash?

Clinical LLM

The rash just popped up suddenly.

Patient-AI agent

Have you been in contact with any new
substances or environments recently?

Clinical LLM

Final diagnosis: miliaria crystallina.

Clinical LLM

Prompt
Are the two disease names 
equivalent (respond with a yes/no): 
Clinical LLM’s diagnosis, 
Correct AnswerGrader-AI

agent

Expert evaluation
1. Did the clinical LLM gather the 

relevant medical history? 
2. Did the patient-AI agent 

hallucinate? Did it respond 
appropriately to questions? 
Did it use medical terminology 
to describe symptoms? 

3. Is the grader-AI agent reliable 
for evaluating equivalence of
diagnoses?

Medical
expert

Case vignette

{Case vignette}

.

.

.

Case information Prompts Clinical LLM responses Patient-AI agent responses

No, I've just been in the hospital.

Patient-AI agent

Have you started any new medications lately?

Clinical LLM

Image

Fig. 1 | CRAFT-MD: a framework for evaluating the conversational abilities 
of clinical LLMs in medical contexts. The framework simulates doctor–
patient interactions to assess the proficiency of a clinical LLM in history-taking, 
information synthesis and diagnostic accuracy. A patient-AI agent engages the 
clinical LLM in conversation while a grader-AI agent and medical experts evaluate 

the LLM’s performance. This multi-agent approach enables comprehensive 
assessment of the reasoning capabilities of the clinical LLM in a simulated 
medical environment. Credits: Patient icon reproduced from Adobe Stock. 
Doctor and Grader-AI icons adapted from Adobe Stock. Image reproduced with 
permission from ref. 49 Massachusetts Medical Society.
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Fig. 2 | Effect of replacing case vignettes with simulated doctor–patient 
conversations in four-choice MCQs and FRQs. Experimental setup for 
diagnosis using case vignettes (a), multi-turn conversations (b), single-turn 
conversations (d) and summarized conversations (e), followed by four-choice 
MCQ or FRQ (no choices). c, Diagnostic accuracy for four experimental setups—
vignette + four-choice MCQs, multi-turn conversation + four-choice MCQs, 
single-turn conversation + four-choice MCQs and summarized conversation + 
four-choice MCQs—across four evaluated LLMs (GPT-4, GPT-3.5, Mistral-v2-7b 
and LLaMA-2-7b). f, Diagnostic accuracy for four experimental setups—vignette 

+ FRQs, multi-turn conversation + FRQs, single-turn conversation + FRQs and 
summarized conversation + FRQs—across four evaluated LLMs (GPT-4, GPT-3.5, 
Mistral-v2-7b and LLaMA-2-7b). Error bars represent 95% confidence intervals on 
10,000 samples, and numbers represent the mean accuracy. NS, non-significant; 
* ≤ 0.05; ** ≤ 0.01; *** ≤ 0.001; **** ≤ 0.0001). All P values were calculated using 
a two-sided bootstrapping test, followed by Holm–Bonferroni correction 
(Methods and Supplementary Tables 1–5). Credits: Patient icon reproduced from 
Adobe Stock. Doctor and Grader-AI icons adapted from Adobe Stock.
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For vignettes, the accuracy of GPT-4 decreased by 0.334 (from 0.820 to 
0.486), GPT-3.5 by 0.282 (from 0.657 to 0.375), Mistral-v2-7b by 0.415 
(from 0.637 to 0.222) and LLaMA-2-7b by 0.226 (from 0.395 to 0.169),  
all with adjusted P values less than 0.0001. Similar decreases were  
also observed for multi-turn conversations (GPT-4 = 0.627 to 
0.264; GPT-3.5 = 0.467 to 0.169; Mistral-v2-7b = 0.426 to 0.066; 
LLaMA-2-7b = 0.319 to 0.066); single-turn conversations (GPT-4 = 0.520 
to 0.133; GPT-3.5 = 0.435 to 0.123, Mistral-v2-7b = 0.448 to 0.056; 
LLaMA-2-7b = 0.304 to 0.065); and summarized conversations 
(GPT-4 = 0.669 to 0.272; GPT-3.5 = 0.507 to 0.174; Mistral-v2-7b = 0.513 
to 0.056; LLaMA-2-7b = 0.335 to 0.081) (Extended Data Table 1),  
all with adjusted P values less than 0.0001. These findings indicate  
that removing predefined answer options significantly lowers diagnos-
tic accuracy across all models and conversation types, underscoring 
the difficulty in handling open-ended clinical diagnostic tasks.

Conversational interactions continue underperforming vignettes. 
Replacing vignettes with multi-turn conversations in the FRQ format 
resulted in a substantial decline in accuracy, similar to the four-choice 
MCQ format. Accuracy dropped from 0.486 to 0.264 for GPT-4, from 
0.375 to 0.169 for GPT-3.5, from 0.222 to 0.066 for Mistral-v2-7b and 
from 0.169 to 0.066 for LLaMA-2-7b, all with adjusted P values less than 
0.0001. The difference between multi-turn and single-turn accuracies 
was significant for GPT-4 (0.264 to 0.133, adjusted P < 0.0001), for 
 GPT-3.5 (0.169 to 0.123, adjusted P < 0.0001) and for Mistral-v2-7b 
(0.066 to 0.056; adjusted P < 0.01) but not for LLaMA-2-7b (0.066 to 
0.065). Notably, although Mistral-v2-7b showed higher single-turn 
accuracy than multi-turn in the four-choice MCQ setting, this trend 
did not persist in the FRQ setting. Additionally, the difference in 
accuracy between summarized and multi-turn conversations with-
out answer choices was significant only for open-source models 
(Mistral-v2-7b = 0.066 to 0.056, adjusted P < 0.01; LLaMA-2-7b = 0.066 
to 0.081, adjusted P < 0.0001) but for not commercial models 
(GPT-4 = 0.264 to 0.272; GPT-3.5 = 0.169 to 0.174) (Fig. 2f and Supple-
mentary Tables 4 and 5).

Trends in conversational diagnostic accuracy persist across medi-
cal specialties. For each of the 12 medical specialties in our dataset, we 
observed similar trends between different conversational formats for 
both four-choice MCQ and FRQ settings (Extended Data Figs. 3 and 4 
and Supplementary Tables 6–9). A notable decrease in accuracy occurs 
when vignettes are replaced by multi-turn conversations. Additionally, 
summarized conversations maintain higher accuracy than multi-turn 
conversations but fall short of the accuracy achieved with vignettes. 
This consistency underscores the robustness of these observed trends.

A case study in skin diseases
For a detailed analysis with medical experts, we chose to concen-
trate on skin diseases, which are frequent complaints in primary 
care30. The diversity of skin conditions necessitates nuanced and 
context-dependent reasoning around the onset, progression, associ-
ated symptoms and relevant personal or familial medical histories, 
thereby providing a rigorous testing ground for AI capabilities.

Consistent trends across the datasets. Across the three evaluated  
datasets—MedQA-USMLE (n = 117), Derm-Public (n = 100) and Derm- 
Private (n = 100)—vignettes consistently had higher accuracy compared 
to conversational formats (Fig. 3 and Supplementary Tables 10–13). We 
noted that a subset of case vignettes obtained from public datasets 
had multiple possible diagnoses when answer options were removed. 
Medical experts determined that additional details on symptoms, 
medications or physical examinations were necessary for conclusive 
diagnosis in these cases. Consequently, we also evaluated clinical  
LLM diagnostic accuracies in FRQ settings for cases with single  
possible diagnoses, finding higher accuracies and highlighting the need 

for improved design of case vignettes for FRQ evaluations (Extended 
Data Fig. 4 and Supplementary Tables 14–17). Notably, the dermatolo-
gists’ diagnostic accuracy on the dermatology case vignettes was con-
sistent across formats, achieving 86% accuracy on four-choice MCQs 
and 87% on FRQs (see ‘Data availability’). They expressed uncertainty 
about many cases from the MedQA-USMLE and Derm-Public datasets, 
indicating that an image would be required for diagnostic certainty.

Medical expert evaluations. To evaluate each of the LLM agents 
(patient-AI and grader-AI) in the CRAFT-MD framework, medical 
experts assessed a subset of the conversations (n = 180) evenly distri
buted among the four evaluated models (GPT-4, GPT-3.5, Mistral-v2-7b 
and LLaMA-2-7b) and the three datasets (MedQA-USMLE, Derm-Public 
and Derm-Private) (Methods). Two dermatologists conducted the 
evaluations, with a third of the conversations being dual-annotated to 
estimate expert agreement. In cases where the two dermatologists disa-
greed, a third dermatologist resolved the tie (Extended Data Table 2).

We first assessed the reliability of the patient-AI agent and 
grader-AI agent. When responding to questions posed by the clinical 
LLM, the patient-AI agent provided accurate answers 99.995% of the 
time when the question was within the scope of the case vignette. For 
questions beyond the vignette’s scope, the agent either indicated una-
vailability of information or denied symptoms. Relevant and complete 
answers were provided 94.25% of the time, with incomplete answers 
typically occurring when multiple questions were posed within the 
same dialogue. Additionally, 7.22% of conversations included technical 
medical language in the agent’s responses, compared to 100% of the 
case vignettes. Furthermore, the grader-AI agent agreed with medical 
experts at a high rate of 93.35% (see ‘Data availability’).

We next qualitatively evaluated the clinical LLM for the ability to 
lead clinical conversations and gather complete medical histories. 
For assessing the clinical LLM’s understanding of when to continue 
asking questions for clinical information and when sufficient infor-
mation had been gathered to make a diagnosis, we calculated the 
percentage of conversations where a medical expert could identify 
a single most likely diagnosis, regardless of the correctness of the 
diagnosis. We found substantial variance across the evaluated models: 
GPT-4 achieved 53.33%, GPT-3.5 achieved 31.11%, Mistral-v2-7b achieved 
11.11% and LLaMA-2-7b achieved 35.55% (Fig. 3i and Supplementary 
Table 18). With regard to gathering complete medical history during 
conversations, there was again a considerable variance among models: 
GPT-4 achieved 71.11%, GPT-3.5 achieved 31.11%, Mistral-v2-7b achieved 
8.88% and LLaMA-2-7b achieved 51.11% (Fig. 3j and Supplementary 
Table 18). These results could indicate potential gaps in the medical 
knowledge of these LLMs that affect their ability to effectively lead 
clinical conversations.

Multimodal models are limited in image comprehension
Medical diagnosis often relies on visual examination, through either 
direct observation or imaging techniques. This necessitates robust 
multimodal LLMs capable of accurate image interpretation alongside 
natural language conversation31. We evaluated GPT-4V (Methods) using 
the CRAFT-MD framework to assess its combined visual and conver-
sational abilities. Our study compared diagnostic accuracy between 
vignette and conversational formats, both with and without image 
inputs (Fig. 4a,b). This approach allowed us to evaluate the ability  
of the clinical LLM to lead medical conversations when provided with  
an image of the affected area upfront, contrasting it with scenarios 
where no image was available, as is the case with traditional LLMs.

To evaluate the medical image interpretation capabilities of 
GPT-4V, we curated 74 (image and case vignette) pairs from the NEJM 
Image Challenge dataset32 (Methods). This dataset is particularly suit-
able for our evaluation because each case vignette’s diagnosis heavily 
depends on the corresponding medical image. We hypothesized that if 
GPT-4V possesses strong medical image interpretation skills, it would 
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demonstrate significantly higher diagnostic accuracy when presented 
with both the image and the case vignette, compared to scenarios 
where only the textual information is provided.

Our findings revealed a small decrease in accuracy across all 
experimental setups (vignette, multi-turn, single-turn and summa-
rized conversations) when images were removed, in both four-choice  
MCQ and FRQ settings (Fig. 4c–j and Supplementary Tables 19  
and 20). In the four-choice MCQ format, we observed decreases of 
0.055 for vignettes, 0.024 for multi-turn conversations, 0.074 for 
single-turn conversations and 0.044 for summarized conversations. 
Similarly, in the FRQ format, decreases were 0.021 for vignettes, 0.058 
for multi-turn conversations, 0.024 for single-turn conversations 

and 0.055 for summarized conversations. Although consistent, these 
decreases were not statistically significant (Supplementary Table 21).

Need for continuous monitoring of LLMs
The rapid development of LLMs and frequent release of new versions 
necessitates continuous monitoring of their evolving capabilities.  
We employed CRAFT-MD to evaluate the proficiency in leading  
clinical conversations across two versions of the open-source model 
Mistral (v1 and v2).

Mistral-v1-7b exhibited similar accuracy trends between vignette 
and conversational formats as Mistral-v2-7b (Fig. 5 and Supplemen-
tary Tables 22 and 23). In the four-choice MCQ setting, Mistral-v1-7b 
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Fig. 3 | Trends in vignette and conversational formats across skin disease 
datasets. Results for four-choice MCQ (a–d) and FRQ (e–h) persist across the 
three datasets—MedQA-USMLE, Derm-Public and Derm-Private. Error bars 
represent 95% confidence intervals on 585 samples for MedQA-USMLE and 500 
samples each for Derm-Public and Derm-Private. i, Percentage of annotated 

conversations where the conversation terminated (that is, clinical LLM stopped 
asking questions) when single most likely diagnosis was possible. j, Percentage 
of annotated conversations with complete relevant medical history for the four 
evaluated models (GPT-4, GPT-3.5, Mistral-v2-7b and LLaMA-2-7b) as assessed by 
medical experts.
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showed a significant decrease in accuracy from vignette to multi-turn 
conversations (adjusted P < 0.0001), followed by a significant increase 
from multi-turn to summarized conversations (adjusted P < 0.0001). 
The FRQ setting displayed similar trends. Notably, the accuracy of 
Mistral-v1-7b did not significantly differ between single-turn and 
multi-turn conversations (adjusted P > 0.05), whereas Mistral-v2-7b 

demonstrated significantly higher accuracy in single-turn compared 
to multi-turn conversations.

Comparing the two versions, mean accuracies increased from 
Mistral-v1-7b to Mistral-v2-7b across all formats in the four-choice 
MCQ setting (vignette = 0.196, multi-turn = 0.095, single-turn = 0.124, 
summarized = 0.152). However, in the FRQ setting, only the vignette 
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Fig. 4 | Evaluation of coupled image interpretation and conversational 
capabilities of GPT-4V. a,b, Schematic showing the vignette and multi-turn 
conversation setup with image input. Bar plot showing mean accuracy for four-
choice MCQ setting (c–f) and FRQ setting (g–j), for vignette and conversational 
formats (multi-turn, single-turn and summarized). Error bars represent 95% 
confidence intervals over 370 data points, and numbers represent the mean 

accuracy; NS, non-significant;* ≤ 0.05; ** ≤ 0.01; *** ≤ 0.001; **** ≤ 0.0001.  
All P values were calculated using a two-sided bootstrapping test, followed by  
Holm–Bonferroni correction (Methods and Supplementary Tables 19–21). 
Credits: Patient icon reproduced from Adobe Stock. Doctor and Grader-AI icons 
adapted from Adobe Stock.
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format showed improvement (increase = 0.048), whereas all conversa-
tional formats saw declines (multi-turn = –0.015, single-turn = −0.005, 
summarized = −0.027) (Fig. 5 and Extended Data Table 3). These find-
ings underscore the importance of comprehensive evaluation across 
different formats when training LLMs to align improvements with 
real-world use cases.

Discussion
Clinical LLMs claim proficiency in various medical tasks, yet their  
validation is still largely based on static, structured assessments,  
such as multiple-choice questions. Although these assessments show-
case certain capabilities, they do not capture the dynamic complexity 

of real-world clinical practice. Our evaluation using the CRAFT-MD 
framework revealed that LLMs perform notably worse in conversa-
tional settings compared to examination-based evaluations. This 
discrepancy highlights the need for more realistic testing approaches  
before LLMs can be confidently integrated into clinical workflows. We 
propose several recommendations to align LLM evaluations with the 
demands of clinical practice, for their potential use as future diagnostic 
tools (Table 1).

Medical conversations are inherently more complex than static 
examination questions, requiring iterative information exchange, clari-
fication of symptoms and continuous diagnostic reasoning. Therefore, 
studies demonstrating high accuracy of commercial or open-source 
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Fig. 5 | Continuous monitoring of LLMs. Evolution of mean diagnostic accuracy 
between the two versions of Mistral (v1 and v2) for vignettes and conversational 
settings (multi-turn, single-turn and summarized) for four-choice MCQ (a) and 
FRQ (b) settings. Error bars represent 95% confidence intervals over 10,000 data 

points, and numbers represent the mean accuracy; NS, non-significant; * ≤ 0.05; 
** ≤ 0.01; *** ≤ 0.001; **** ≤ 0.0001. All P values were calculated using a two-sided 
bootstrapping test, followed by Holm–Bonferroni correction (Methods and 
Supplementary Tables 22 and 23).

Table 1 | Proposed recommendations for evaluation of clinical LLMs

Recommendation Description

Recommendation 1 Evaluate Diagnostic Accuracy Through Realistic Doctor–Patient Conversations: Assess LLMs in dynamic, conversational settings that 
reflect real-world clinical interactions, moving beyond the limitations of traditional static examinations to capture the complexities of 
medical dialogues.

Recommendation 2 Employ Open-Ended Questions for Evaluating Diagnostic Reasoning: Move away from multiple-choice questions to open-ended 
questioning that mimics the complexities of actual medical practice, thereby capturing the diagnostic reasoning of LLMs in real-world 
scenarios more effectively.

Recommendation 3 Assess Comprehensive History Taking Skills: Critically evaluate LLMs for their ability to conduct thorough medical interviews and gather 
essential information through conversations, acknowledging the importance of interactive dialogue in understanding patient conditions.

Recommendation 4 Evaluate LLMs on the Synthesis of Information Over Multiple Dialogues: Examine the ability of LLMs to integrate and comprehend 
information presented over extended interactions, addressing the shortfall in current assessments that focus on immediate responses  
to queries.

Recommendation 5 Incorporate Multimodal Information Available to Physicians to Enhance LLM Performance: Bridge the gap in the information available 
to LLMs compared to physicians, including visual assessments, physical examinations or laboratory test results. Work toward better 
multimodal integration for a balanced approach.

Recommendation 6 Continuous Evaluation of Conversational Abilities for Guiding Development of Clinical LLMs: Monitor evolving capabilities of LLMs across 
different model versions to guide future training of models.

Recommendation 7 Test and Refine Prompting Strategies to Enhance LLM Performance: Routinely evaluate and refine different prompt structures and styles, 
including responses to clarifications and follow-ups, to guide LLMs toward more accurate and contextually relevant responses.

Recommendation 8 Implement Patient–LLM Interactions for Ethical and Scalable Testing: Use simulated AI agents for clinical LLM evaluation to enable 
large-scale, rapid testing in a controlled environment, mitigating ethical and safety concerns and enhancing the efficiency of the 
evaluation process.

Recommendation 9 Combine Automated and Expert Evaluations for Comprehensive Insights: Merge the efficiency of automated systems with focused expert 
reviews for in-depth analysis, assessing not just the correctness of the diagnosis but also the process by which the LLM arrived at the 
diagnosis.

Recommendation 10 Encourage Collection of Public Datasets Covering Diverse Medical Scenarios, Suited for Open-ended Evaluation: Expand the focus to 
a greater diversity of clinical cases and address concerns regarding LLMs potentially memorizing training dataset cases by demanding 
transparency from AI developers about training methodologies and data and incorporating entirely new cases in studies.

http://www.nature.com/naturemedicine


Nature Medicine

Article https://doi.org/10.1038/s41591-024-03328-5

LLMs on examination-style medical cases16–18 may present an overly 
optimistic outlook. Our findings show a consistent decline in diag-
nostic accuracy when LLMs are evaluated in conversational contexts, 
emphasizing the importance of using a doctor–patient interaction 
framework for testing these models (Recommendation 1).

In these conversational contexts, evaluating the open-ended 
diagnostic reasoning of LLMs is crucial. Models must be able to ask 
relevant questions for comprehensive history-taking, reason through 
scattered information and interpret multimodal data, such as images. 
Current evaluations16,33–37 often focus on immediate, structured uni-
modal queries—such as multiple-choice questions—and overlook 
these more complex requirements. In line with previous studies20,38,39, 
we found that LLMs perform worse when confronted with open-ended 
questions instead of MCQs, suggesting that they rely heavily on the 
structure provided by traditional formats. We recommend transition-
ing to open-ended questioning40, which more accurately mirrors the 
unstructured nature of real clinical reasoning (Recommendation 2). 
Additionally, our findings showed that LLMs frequently missed critical 
details during history-taking, considerably impairing their diagnostic 
abilities. This underscores the need for evaluations that assess the 
model’s capacity to ask the right questions and extract essential infor-
mation (Recommendation 3).

The diagnostic accuracy of LLMs also dropped significantly 
when information was spread across multiple dialogues rather than 
presented as a concise vignette. This could be due to challenges in 
processing extended textual contexts41 or the predominance of struc-
tured vignettes in training data. Future development should focus on 
improving context comprehension and information integration for 
more effective use in clinical conversations (Recommendation 4), 
potentially through techniques such as chain-of-thought42. We also 
observed limited success in using images for diagnostic purposes, 
revealing the need for better integration of verbal histories with visual 
examination findings43 and possibly other diagnostic data, such as 
electrocardiograms and blood tests (Recommendation 5). Moving 
forward, continuous evaluation of both conversational and multimodal 
interpretation skills should be prioritized in the development of LLMs 
(Recommendation 6). Additionally, refining the structure of prompts 
that guide model responses could further enhance their performance 
(Recommendation 7). We advocate for a balanced approach where 
LLMs complement, rather than replace, the nuanced diagnostic pro-
cess of physicians44.

Beyond diagnostic reasoning, ensuring scalability and reliability  
in evaluations is paramount. One key challenge in conversational  
evaluations involving human participants45—whether real patients  
or individuals posing as one—is that these evaluations are resource 
intensive. The CRAFT-MD framework addresses this limitation by 
using LLMs as primary evaluators, reserving human involvement for 
confidence estimations. It uses AI agents46,47 to simulate patient inter-
actions, allowing for large-scale, rapid testing without risking real 
patient exposure to unverified LLMs. These AI agents simulate realistic 
interactions, where patients disclose information only when prompted, 
mimicking OSCE-style assessments. However, our study revealed that 
these agents were sometimes unreliable when answering questions 
beyond the scope of the case vignette, potentially underestimating the 
accuracy of LLMs. To resolve this, future work should focus on develop-
ing more sophisticated AI agents that can interpret non-verbal cues, 
such as facial expressions, tone and body language (Recommendation 
8). Additionally, periodically involving human evaluators to assess the 
reliability of the LLMs remains essential for their real-world deployment 
(Recommendation 9). The flexible design of CRAFT-MD allows for the 
integration of improved patient-AI models as they become available, 
ensuring continuous advancement of the evaluation process.

Finally, the evaluation framework itself relies on diverse, publicly  
available datasets. Although our study spanned multiple medical  
specialties, it did not assess the impact of race and ethnicity on 

diagnosis due to limited diversity in the datasets. Additionally, many 
case vignettes lacked sufficient details for precise diagnoses without 
answer options. We performed MELD analysis and generated a pri-
vate case vignette dataset to address concerns about training dataset 
memorization6. However, we were unable to conduct a more compre-
hensive analysis because training datasets for many open-source and 
commercial LLMs were unavailable48. We recommend developing 
case vignettes that enable open-ended analysis and evaluate potential 
biases in LLMs to better assess their diagnostic performance across 
diverse populations. Full transparency, including public access to 
both model weights and training datasets, should be encouraged 
(Recommendation 10). These recommendations lay the groundwork 
for a more nuanced and comprehensive approach to evaluating LLMs, 
aligning our assessment methods with the complexities and subtleties 
of real-world medical practice.
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Methods
Dataset
Evaluation of text-only LLMs. We evaluated text-only LLMs 
using 2,000 case vignette-based questions, each with four answer 
options (see ‘Data availability’). Of these, 1,800 were sourced from 
the MedQA-USMLE28 dataset, covering 12 medical specialties:  
Dermatology, Hematology and Oncology, Neurology, Gastroentero
logy, Pediatrics and Neonatology, Cardiology, Infectious Disease, 
Obstetrics and Gynecology, Urology and Nephrology, Endocrinology, 
Rheumatology and Others (Extended Data Fig. 1). Specialties were 
categorized using GPT-4 (version 6 November 2023). Each vignette 
included key patient details, such as age, sex, symptoms, medical 
history, medications and, in some cases, physical examination and 
laboratory results.

To streamline the dataset, we filtered the original MedQA-USMLE 
dataset—initially containing 14,369 questions—down to 1,804 by  
identifying case vignettes that focused on diagnosis. Four questions 
were reserved for prompt optimization, leaving 1,800 questions for 
final evaluation.

We also focused on collecting additional case vignettes for skin 
diseases from both public and private data sources. This included 
100 questions from an online question bank29 (Derm-Public) and 100 
newly created questions (Derm-Private) developed by three derma-
tologists: D1 (10 questions), D2 (10 questions) and D3 (80 questions). 
The dermatologists created questions similar to Derm-Public but 
covering different conditions. They ensured that each vignette had one 
most likely diagnosis, and D3 reviewed vignettes from MedQA-USMLE 
(n = 117) and Derm-Public (n = 100) to determine whether each had a 
single diagnosis or multiple possible diagnoses.

Evaluation of multimodal LLMs. For multimodal LLMs (GPT-4V), we 
used the NEJM Image Challenge dataset32, consisting of case vignettes 
paired with images. We manually downloaded 100 image–vignette 
pairs, but 26 were excluded due to GPT-4V’s content filter, leaving 74 
for final evaluation. These cases relied heavily on the provided images 
for diagnosis, unlike the text-based evaluations.

MELD analysis
To analyze dataset contamination, we applied MELD to the 2,000  
case vignettes. MELD evaluates the similarity between a model’s  
generated response and the actual answer by calculating the inverse 
of the length-normalized Levenshtein distance. A similarity score of 
0.95 or higher suggests that the test question was likely part of the 
model’s training set6.

Although MELD is precise in detecting matches, its recall is 
unknown. Therefore, a detected match indicates likely memoriza-
tion of the test data, but the absence of a match does not guarantee 
exclusion from the training set, as some instances of memorization 
may go undetected.

The Levenshtein distance between the original case vignette 
and the model-generated completion was calculated using the  
‘Levenshtein’ Python package. The following prompt was used to  
get model-generated completions:

You are given the first half of a medical case vignette. Generate 
the second half of the case vignette. You do not have to give the 
diagnosis. Generate only {word_count} words.

**Case Vignette**: { first_half_case_vignette}

Accessing LLMs
The results presented in this paper were generated using two 
commercial models and two open-source models. For the com-
mercial models (GPT-4 and GPT-3.5), we accessed the 6 November 
2023 versions through the Azure API. For the open-source models  

(LLaMA-2-7b, Mistral-v1-7b and Mistral-v2-7b), we employed the  
HuggingFace implementations: ‘meta-llama/Llama-2-7b-chat-hf,’  
‘mistralai/Mistral-7B-Instruct-v0.2’ and ‘mistralai/Mistral-7B-Instruct- 
v0.1’, respectively.

Multi-agent AI conversational framework
We introduced a multi-agent AI conversational framework, includ-
ing a clinical LLM assessed through interactions with patient-AI and 
grader-AI agents, along with medical experts. The patient-AI agents 
simulated conversations for each of the 2,000 case vignettes. The 
prompts for each AI agent and clinical LLM were iteratively developed 
in collaboration with clinicians. To optimize performance, prompts 
were tested on a 0.2% development set (n = 4), refining them for the 
four models evaluated (GPT-4, GPT-3.5, Mistral-v2-7b and LLaMA-2-7b) 
and kept consistent for the full dataset.

Each conversation was repeated five times per vignette to capture 
response variability, generating 10,000 simulated conversations. The 
grader-AI agent assessed diagnostic accuracy, and medical experts 
reviewed AI agent performance. Conversations were conducted in 
two formats—multiple-choice (MCQ) and free-response (FRQ)—and 
were terminated when the clinical LLM provided a ‘Final Diagnosis’ or 
failed to ask a follow-up question (indicated by the absence of a ques-
tion mark in the dialogue).

Clinical LLM
The clinical LLM was designed to ask the patient relevant questions 
about current symptoms, medical history, medications and, when 
necessary, family history. It continued asking follow-up questions 
until it reached what it perceived to be a confidence diagnosis. The 
following prompt was used:

You are an AI doctor specializing in <insert medical specialty>. 
Arrive at a diagnosis of a patient’s medical condition. Ask only one 
question at a time, and it should not be more than 1 line. Continue 
asking questions until you’re 100% confident of the diagnosis. Do 
not ask the same question multiple times. Ask different questions 
to cover more information. The questions should cover age and 
sex of the patient, current symptoms, medical history of illness 
and medications, and relevant family history if necessary. Keep 
your questions short and brief to not confuse the patient. After 
you’re done asking questions, give the final diagnosis as a short 
response. Do not explain, only give the diagnosis name. You must 
state ‘**Final Diagnosis:**‘ at the beginning of your response, other-
wise you will be penalized. You must give only 1 diagnosis otherwise 
you will be penalized.

Patient AI agent
The patient-AI agent was given a case vignette and tasked with answer-
ing the clinical LLM’s follow-up questions. It was explicitly instructed  
to provide information incrementally, responding only to the  
questions asked rather than revealing the entire case at once. To ensure 
accurate responses, the patient-AI agent was also incentivized to  
avoid creating new symptoms by imposing a negative penalty for 
doing so.

You are a patient. You do not have any medical knowledge. You 
have to describe your symptoms from the given case vignette based 
on the questions asked. Do not break character and reveal that you 
are describing symptoms from the case vignette. Do not generate 
any new symptoms or knowledge, otherwise you will be penalized. 
Do not reveal more information than what the question asks. Keep 
your answer short, to only 1 sentence. Simplify terminology used 
in the given paragraph to layman language.

**Case Vignette**: <insert case_vignette>
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Grader-AI agent
We used the grader-AI agent to quantify the diagnostic accuracy for 
FRQ experiments. The grader-AI agent was instantiated using GPT-4 to 
maintain consistency of evaluation across all experiments and models. 
This was done in two-steps.

Step 1: diagnosis name extraction. The grader-AI agent first  
categorized the clinical LLM’s final diagnosis according to the following 
three categories: (1) single diagnosis, (2) multiple diagnoses and (3) no 
diagnosis. We estimated the error rate for this step through manual 
verification to be less than 0.5% (one mistake in ~200 conversations). 
The following prompt was used:

Identify and return the dermatology diagnosis name from the  
given **Paragraph**. If there are more than one diagnoses  
present, return ‘Multiple’. If there are no diagnoses present, 
then return ‘None’. If there is a main diagnosis with a concurrent  
minor diagnosis, return the name of the main diagnosis. Do not 
explain.

**Paragraph**: <insert clinical LLM response>

For the clinical LLM’s responses that contained a single diagnosis,  
the grader-AI agent matched the diagnosis to the correct answer, 
accounting for alternative medical terminologies for the condi-
tions. The conversations with ‘no diagnosis’ and ‘multiple diagnosis’ 
responses were assigned an accuracy of 0.

Step 2: compare extracted diagnosis to correct answer. For com-
paring the clinical LLM’s responses to the correct answers across 
experiments, few-shot prompting was used to accommodate alter-
native medical terminologies. If the vignette answer was a subtype 
of the clinical LLM’s diagnosis, the response was marked as correct. 
However, if the clinical LLM’s diagnosis was a more specific subtype 
than the vignette answer, it was marked as incorrect. This is because 
it is possible that the clinical LLM could have made an unsupported 
leap to a more specific diagnosis, which may not be justified by 
the information available in the vignette. This could lead to poten-
tial underestimation of the model’s performance, which is also a  
limitation of vignette-based evaluations. The following prompt  
was used:

Identify if the two query medical diagnoses are equivalent or 
synonymous names of the disease. Respond with a yes/no. Do 
not explain. Also, if **Diagnosis 1** is a subtype of **Diagnosis 2** 
respond with yes, but if **Diagnosis 2** is a subtype of **Diagnosis 
1** respond with no.

Example 1: **Diagnosis 1**: eczema, **Diagnosis 2**: eczema. They 
are the same, so respond Yes.

Example 2: **Diagnosis 1**: eczema, **Diagnosis 2**: onychomycosis.  
They are different, so respond No.

Example 3: **Diagnosis 1**: toe nail fungus, **Diagnosis 2**: onycho-
mycosis. They are synonymous, so return Yes.

Example 4: **Diagnosis 1**: wart, **Diagnosis 2**: verruca vulgaris. 
They are synonymous, so return Yes.

Example 5: **Diagnosis 1**: lymphoma, **Diagnosis 2**: hodgkin’s 
lymphoma. Diagnosis 2 is subtype of Diagnosis 1, so return No.

Example 6: **Diagnosis 1**: hodgkin’s lymphoma, **Diagnosis 2**: 
lymphoma. Diagnosis 1 is subtype of Diagnosis 2, so return Yes.

Example 7: **Diagnosis 1**: melanoma, **Diagnosis 2**: None. They 
are different, so respond No.

Example 8: **Diagnosis 1**: melanoma, **Diagnosis 2**: Multiple. 
They are different, so respond No.

**Query Diagnosis 1**: <insert correct answer>

**Query Diagnosis 2**: <insert clinical LLM’s extracted answer>

Experimental setups
Varying format of presented medical information. Case vignette. 
The case vignette was structured as a paragraph and contained all or a 
subset of the following information: age and sex of the patient, current 
symptoms, medical history of illness and medications, relevant family 
history and physical examination.

Multi-turn conversations. The multi-agent AI conversational framework 
was used to generate a multi-turn conversation between the clinical 
LLM and the patient-AI agent. The conversation terminated when the 
clinical LLM’s response contained the phrase ‘Final Diagnosis’. Alterna-
tively, the conversation was terminated if the clinical LLM’s response 
did not contain a follow-up question.

Single-turn conversations. The patient-AI agent’s initial symptom sum-
mary (that is, first dialogue in a multi-turn conversation) was used as a 
single-turn conversation. The clinical LLM had to make the diagnosis 
without asking any follow-up questions in this case.

Summarized conversations. These were generated using the Conversa-
tional Summarization technique. All the patient-AI agent’s dialogues 
were extracted from the multi-turn conversations. GPT-3.5 was used 
with few-shot prompting to generate the summarized conversations. 
The following prompt was used:

Convert the following **Query Vignette** into 3rd person. Do 
not add any new information otherwise you will be penalized. A 
demonstrative **Example** is provided after the query vignette.

**Query Vignette** - <insert patient-AI agent dialogues>

**For example**:

Original Vignette - ‘I have painful sores on my penis and swelling in 
my left groin that began 10 days ago. I am 22 years old. No, I haven’t 
had symptoms like this before. My female partner was diagnosed 
with chlamydia last year, but I haven’t been checked for it. No, I 
don’t have any other medical conditions and I’m not taking any 
medications. There’s no mention of a family history of skin condi-
tions or autoimmune diseases in my case.’

Converted Vignette - ‘A patient presents to the clinic with several 
concerns. The patient is 22 years old and has not had symptoms 
like this before. The patient’s female partner was diagnosed with 
chlamydia last year, but the patient has not been checked for it. 
The patient does not have any other medical conditions and is not 
taking any medications. There’s no family history of skin conditions 
or autoimmune diseases.'

Varying number of answer choices
Four-choice MCQs. For four-choice MCQs, the clinical LLM was pro-
vided with the answer choices after case vignette or conversation 
(multi-turn, single-turn and summarized). In case of multi-turn con-
versations, the response containing the final diagnosis was removed 
before providing the answer choices.
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For vignette and summarized conversation followed by 
four-choice MCQ, the following prompt was used:

You are an AI doctor specializing in <specialty>.You are given the 
patient’s symptoms and a list of possible answer choices. Only 
one of the choices is correct. Select the correct choice, and give the 
answer as a short response. Do not explain.

**Symptoms**: <case_vignette>

**Choices**: <choices>

For single-turn and multi-turn conversation followed by 
four-choice MCQ, the following prompt was used:

Choose the correct option based on the patient’s above symptoms 
and a list of possible options. Only one of the choices is correct. Give 
the answer as a short response. Do not explain.

**Choices**: <insert answer choices>

The clinical LLM refused to select a diagnosis from one of the 
choices in cases where the multi-turn conversations did not provide 
sufficient information. In such cases, the final diagnosis was marked 
as incorrect.

FRQs. The clinical LLM was presented with a case vignette or conversa-
tion (multi-turn, single-turn and summarized) or a physical examination 
and was asked to give a diagnosis. In case of multi-turn conversations, the 
final response of the clinical LLM containing the diagnosis was removed.

For vignettes and summarized conversation (FRQ setting), the 
following prompt was used:

You are an AI doctor specializing in dermatology. You are given 
the patient’s symptoms. Give the name of the correct diagnosis as 
a short answer. Do not explain.

Symptoms: <insert symptoms>

For single-turn and multi-turn conversations (FRQ setting), the 
following prompt was used:

Based on the patient’s above symptoms, give the diagnosis as a 
short response. Do not explain.

Expert evaluation
Accuracy of medical experts on case vignettes. To have a human 
baseline for benchmarking the performance of various LLMs, the accu-
racy of two board-certified dermatologists (D2 and D5) was assessed. 
Different board-certified dermatologists graded the four-choice 
MCQ and FRQ experiments respectively to prevent biased grading of 
FRQs due to familiarity with answer choices, and they were intention-
ally chosen to be different from the dermatologists who created the 
Derm-Private case vignettes.

Assessment of clinical LLMs. We performed expert evaluations of 180 
multi-turn conversations with four dermatologists (D1, D3, D4 and D5). 
These conversations were equally distributed among the four evalu-
ated models (GPT-4, GPT-3.5, Mistral-v2-7b and LLaMA-2-7b) and based 
on dermatology case vignettes that had a single most likely diagnosis 
(15 each from the three datasets: MedQA-USMLE, Derm-Public and 
Derm-Private). Dermatologists D1, D3 and D5 evaluated these con-
versations, with a third of them being dual annotated to also estimate 
expert agreement. In cases when the two dermatologists disagreed,  
a third dermatologist (D4) broke the tie.

The following questions were asked for clinical LLM evaluation:

	 a.	 Did the clinical LLM stop asking questions when only a single 
most likely diagnosis was possible?

	 b.	 Did the clinical LLM elicit the relevant medical history from the 
vignette (excluding the physical exam, lab results)?

Assessment of patient-AI agent. To assess the reliability of the 
patient-AI agent, medical experts (dermatologists D1, D3 and D5) 
were asked the following questions. D4 broke the tie when there was 
a disagreement.

	 a.	 Is the patient-AI agent using medical terminology? Please 
respond with a yes/no. Medical terminology includes primary 
and secondary morphological descriptive terms (for example, 
macule, papule, pustule, plaque, erosions, lichenification)  
while examples of spot, bump, blister, ulcer and pus bump  
are examples of expected non-medical patient terminology.  
Additional medical terminology includes non-skin exam  
findings such as shoddy lymphadenopathy and terminology 
referencing anatomic locations such as glabella rather than 
forehead and subcutaneous nodules on my shins rather than 
bumps on the shins/legs.

	 b.	 Was the patient-AI agent’s answer to clinical LLM’s questions 
based on information provided in the case vignette? Please note 
the hallucination in the comments, if not.

	 c.	 Did the patient-AI agent provide complete information related 
to the question asked? Please note the missing information in 
the comments, if not.

Assessment of grader-AI agent. The correlation between accuracies  
of the clinical LLM as annotated by grader-AI and dermatologists  
was compared. The vignette + FRQ experiment was annotated by a 
dermatologist (D4) for the dermatology case vignettes (Derm-Public, 
Derm-Private and Derm-USMLE; n = 317) to assess the correlation. The 
following question was asked:

Is the clinical LLM’s diagnosis equivalent to the correct vignette 
answer?

If the clinical LLM’s diagnosis is a subtype of the correct answer, 
then it is incorrect. If the correct answer is a subtype of the clinical 
LLM’s diagnosis, then it is correct. Below are some examples -

Example 1: Clinical-LLM agent’s diagnosis = eczema, correct 
vignette answer = onychomycosis. They are different, so incorrect.

Example 2: Clinical-LLM agent’s diagnosis = toe nail fungus, correct 
vignette answer = onychomycosis. They are synonyms, so correct.

Example 3: Clinical-LLM agent’s diagnosis = wart, correct vignette 
answer = verruca vulgaris. They are synonyms, so correct.

Example 4: Clinical-LLM agent’s diagnosis = lymphoma, correct 
vignette answer = hodgkin’s lymphoma. Correct answer is a sub-
type of clinical LLM’s diagnosis, so correct.

Example 5: Clinical-LLM agent’s diagnosis = hodgkin’s lymphoma, 
correct vignette answer = lymphoma. Clinical-LLM agent’s diagno-
sis is a subtype of correct vignette answer, so incorrect.

Statistical tests
Bootstrap testing. P values were computed using the bootstrap 
method (see ‘Code availability’) to determine the statistical signifi-
cance of the differences between two paired samples. The bootstrap 
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procedure was repeated 10,000 times to generate a distribution of 
differences. The observed test statistic was calculated as the mean 
of the differences between the two samples. For each iteration, we 
computed the differences between the paired samples and generated 
bootstrap samples by randomly sampling with replacement from these 
differences. To calculate the P value for a two-tailed test, we counted 
the number of bootstrap sample statistics that were as extreme or 
more extreme than the observed test statistic. The P value was then  
computed using the formula (extreme_count + 1) / (num_bootstrap_
samples + 1), adjusting to include the observed statistic. The random 
seed was set to ensure reproducibility. To control the family-wise error 
rate, the final reported P values were adjusted using the Holm–Bonferroni  
correction method. In cases where the P value was less than 0.0001, it 
was reported as P < 0.0001.

McNemar test. The McNemar test was used to evaluate the statistical 
significance of differences in binary paired data. The ‘statsmodels’ 
package was used to perform this test.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
MedQA-USMLE case vignettes were downloaded from https://github.
com/jind11/MedQA. Derm-Public case vignettes were downloaded 
from https://www.clinicaladvisor.com/. The images and correspond-
ing vignettes for the NEJM Image Challenge were downloaded from 
https://www.nejm.org/image-challenge. The private dataset generated 
as a part of our study can be found at https://github.com/rajpurkarlab/
craft-md. All case vignettes used in the study are also available in the 
following repository: https://github.com/rajpurkarlab/craft-md.

Code availability
All code for reproducing our analysis is available in the following reposi-
tory: https://github.com/rajpurkarlab/craft-md.
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Extended Data Fig. 1 | Distribution of case vignettes across medical 
specialties and source datasets. (a) CRAFT-MD evaluation dataset, showing 
the distribution of case vignettes across 12 medical specialties - Dermatology, 
Hematology and Oncology, Neurology, Gastroenterology, Pediatrics and 
Neonatology, Cardiology, Infectious Disease, Obstetrics and Gynecology, 

Urology and Nephrology, Endocrinology, Rheumatology and Others. (b) Inset 
pie chart showing the proportion of case vignettes based on source of curation 
(MedQA-USMLE, Derm-Public and Derm-Private). (c) MELD analysis showing 
Levenshtein Distance between original and GPT-4 completed case vignettes.
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Extended Data Fig. 2 | Examples of summarized conversations. (i) an ideal 
summarized conversation containing all relevant medical history, without 
hallucinations or use of medical terminology; (ii) a summarized conversation 

with medical terminology use; red highlight indicates use of medical terminology 
(iii) a summarized conversation with incomplete medical history; red highlight 
demarcates missing information that is crucial for the diagnosis.
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Extended Data Fig. 3 | Distribution of clinical LLM’s accuracy in 4-choice 
MCQ across the medical specialties. Distribution of clinical LLM’s accuracy 
in 4-choice MCQ across the 12 medical specialties for (a) GPT-4, (b) GPT-3.5, 
(c) Mistral-v2-7b, and (d) LLaMA-2-7b. Trends for the 4 experimental settings 
(vignette, multi-turn conversation, single-turn conversation and summarized 
conversation) are consistent to the combined accuracy for all 12 specialties 

- Dermatology, Hematology and Oncology, Neurology, Gastroenterology, 
Pediatrics and Neonatology, Cardiology, Infectious Disease, Obstetrics and 
Gynecology, Urology and Nephrology, Endocrinology, Rheumatology, and 
Others. Error bars represent 95% confidence intervals, and numbers represent 
the mean accuracy.
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Extended Data Fig. 4 | Distribution of clinical LLM’s accuracy in FRQ across 
the medical specialties. Distribution of clinical LLM’s accuracy in FRQs 
across the 12 medical specialties for (a) GPT-4, (b) GPT-3.5, (c) Mistral-v2-7b, 
and (d) LLaMA-2-7b. Trends for the 4 experimental settings (vignette, multi-
turn conversation, single-turn conversation and summarized conversation) 

are consistent to the combined accuracy for all 12 specialties - Dermatology, 
Hematology and Oncology, Neurology, Gastroenterology, Pediatrics and 
Neonatology, Cardiology, Infectious Disease, Obstetrics and Gynecology, 
Urology and Nephrology, Endocrinology, Rheumatology, and Others. Error bars 
represent 95% confidence intervals, and numbers represent the mean accuracy.
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Extended Data Fig. 5 | Trends in vignette and conversational formats in 
dermatology datasets. for cases with single most likely diagnosis. Trends 
in vignette and conversational formats persist across skin disease datasets 

(MedQA-USMLE, Derm-Public and Derm-Private) for cases with single most likely 
diagnosis. Results are shown for both (a,b,c,d) 4-choice MCQ and (e,f,g,h) FRQ 
settings. Error bars represent 95% confidence intervals.
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Extended Data Table 1 | Decrease in accuracy between four-choice MCQ and FRQ settings for vignette and conversational 
formats

Magnitude of decrease in accuracy between four-choice MCQ and FRQ settings for vignette and conversational formats (multi-turn, single-turn and summarized) across GPT-4, GPT-3.5, 
Mistral-v2-7b and LLaMA-2-7b.
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Extended Data Table 2 | Comparison between Mistral-v1-7b and Mistral-v2-7b accuracies

Mean accuracy and adjusted P value for difference in mean accuracies for Mistral-v1-7b and Mistral-v2-7b.
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Extended Data Table 3 | Inter-rater agreement for medical expert annotations

Inter-rater agreement for medical expert annotations to assess clinical LLM and patient-AI agent. Each cell in the table represents the number of evaluations with inter-rater agreement/total 
number of evaluations for the different models (GPT-4, GPT-3.5, Mistral-v2-7b and LLaMA-2-7b) and questions (Q1: Did the clinical LLM stop asking questions when only a single most likely 
diagnosis was possible? Q2: Did the clinical LLM elicit the relevant medical history from the vignette? Q3: Did the patient-AI agent use medical terminology in its responses?) (Methods)
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Model Experiment Mean Accuracy 95% C.I.

GPT-4 Vignette 0.82 (0.804, 0.837)

Multi-turn conversation 0.627 (0.609, 0.645)

Single-turn conversation 0.52 (0.5, 0.539)

Summarized conversation 0.669 (0.652, 0.686)

GPT-3.5 Vignette 0.657 (0.637, 0.676)

Multi-turn conversation 0.467 (0.448, 0.485)

Single-turn conversation 0.435 (0.416, 0.454)

Summarized conversation 0.507 (0.489, 0.526)

Mistral-v2
-7b

Vignette 0.637 (0.616, 0.658)

Multi-turn conversation 0.426 (0.409, 0.443)

Single-turn conversation 0.448 (0.429, 0.468)

Summarized conversation 0.513 (0.496, 0.529)

LLaMA-2-
7b

Vignette 0.395 (0.376, 0.415)

Multi-turn conversation 0.319 (0.303, 0.335)

Single-turn conversation 0.304 (0.286, 0.323)

Summarized conversation 0.335 (0.318, 0.352)

Supplementary Table 1: Mean accuracy and 95% confidence intervals for 4-choice MCQ setting,
across the evaluated experimental setups (vignette, multi-turn conversation, single-turn conversation
and summarized conversation) and models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b).



Model Experiment 1 Experiment 2 p-value Adjusted p-value

GPT-4 Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0001 0.0001

Multi-turn conversation Summarized conversation 0.0001 0.0001

Single-turn conversation Summarized conversation 0.0001 0.0001

GPT-3.5 Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0001 0.0001

Multi-turn conversation Summarized conversation 0.0001 0.0001

Single-turn conversation Summarized conversation 0.0001 0.0001

Mistral-v2
-7b

Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0009 0.001

Multi-turn conversation Summarized conversation 0.0001 0.0001

Single-turn conversation Summarized conversation 0.0001 0.0001

LLaMA-2-
7b

Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0314 0.0314

Multi-turn conversation Summarized conversation 0.011 0.0115

Single-turn conversation Summarized conversation 0.0001 0.0001

Supplementary Table 2: Adjusted p-values for 4-choice MCQ setting for pairs of evaluated
experimental setups (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All
p-values were calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction
(see Methods).



Model Experiment p-value Adjusted p-value

GPT-4 Vignette 0.0001 0.0001

Multi-turn conversation 0.0001 0.0001

Single-turn conversation 0.0001 0.0001

Summarized conversation 0.0001 0.0001

GPT-3.5 Vignette 0.0001 0.0001

Multi-turn conversation 0.0001 0.0001

Single-turn conversation 0.0001 0.0001

Summarized conversation 0.0001 0.0001

Mistral-v2-7b Vignette 0.0001 0.0001

Multi-turn conversation 0.0001 0.0001

Single-turn conversation 0.0001 0.0001

Summarized conversation 0.0001 0.0001

LLaMA-2-7b Vignette 0.0001 0.0001

Multi-turn conversation 0.0001 0.0001

Single-turn conversation 0.0001 0.0001

Summarized conversation 0.0001 0.0001

Supplementary Table 3: Adjusted p-values between 4-choice MCQ and FRQ settings for each
experimental setup (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All
p-values were calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction
(see Methods).



Model Experiment Mean Accuracy 95% C.I.

GPT-4 Vignette 0.486 (0.804, 0.837)

Multi-turn conversation 0.264 (0.609, 0.645)

Single-turn conversation 0.133 (0.5, 0.539)

Summarized conversation 0.272 (0.652, 0.686)

GPT-3.5 Vignette 0.375 (0.637, 0.676)

Multi-turn conversation 0.169 (0.448, 0.485)

Single-turn conversation 0.123 (0.416, 0.454)

Summarized conversation 0.174 (0.489, 0.526)

Mistral-v2
-7b

Vignette 0.222 (0.616, 0.658)

Multi-turn conversation 0.066 (0.409, 0.443)

Single-turn conversation 0.056 (0.429, 0.468)

Summarized conversation 0.056 (0.496, 0.529)

LLaMA-2-
7b

Vignette 0.169 (0.376, 0.415)

Multi-turn conversation 0.066 (0.303, 0.335)

Single-turn conversation 0.065 (0.286, 0.323)

Summarized conversation 0.081 (0.318, 0.352)

Supplementary Table 4: Mean accuracy and 95% confidence intervals for FRQ setting, across the
evaluated experimental setups (vignette, multi-turn conversation, single-turn conversation and
summarized conversation) and models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b).



Model Experiment 1 Experiment 2 p-value Adjusted p-value

GPT-4 Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0001 0.0001

Multi-turn conversation Summarized conversation 0.0936 0.107

Single-turn conversation Summarized conversation 0.0001 0.0001

GPT-3.5 Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0001 0.0001

Multi-turn conversation Summarized conversation 0.2743 0.2992

Single-turn conversation Summarized conversation 0.0001 0.0001

Mistral-v2
-7b

Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.0015 0.0018

Multi-turn conversation Summarized conversation 0.0013 0.0016

Single-turn conversation Summarized conversation 0.8302 0.8302

LLaMA-2-
7b

Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn conversation 0.0001 0.0001

Vignette Summarized conversation 0.0001 0.0001

Multi-turn conversation Single-turn conversation 0.7258 0.7574

Multi-turn conversation Summarized conversation 0.0001 0.0001

Single-turn conversation Summarized conversation 0.0002 0.0003

Supplementary Table 5: Adjusted p-values for FRQ setting for pairs of evaluated experimental setups
(vignette, multi-turn conversation, single-turn conversation and summarized conversation)
corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All p-values were
calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction (see Methods).



Model Experiment Name Specialty Mean
Accuracy

95% C.I.

GPT-4 Vignette Cardiology 0.802 (0.744, 0.86)

Dermatology 0.841 (0.802, 0.88)

Endocrinology 0.798 (0.713, 0.882)

Gastroenterology 0.758 (0.699, 0.816)

Hematology and Oncology 0.835 (0.79, 0.881)

Infectious Disease 0.842 (0.783, 0.902)

Neurology 0.825 (0.777, 0.873)

Obstetrics and Gynecology 0.795 (0.72, 0.869)

Other 0.826 (0.775, 0.877)

Pediatrics and Neonatology 0.876 (0.829, 0.923)

Rheumatology 0.841 (0.766, 0.917)

Urology and Nephrology 0.751 (0.662, 0.839)

Multi-turn conversation Cardiology 0.539 (0.473, 0.605)

Dermatology 0.732 (0.691, 0.774)

Endocrinology 0.527 (0.439, 0.616)

Gastroenterology 0.563 (0.506, 0.619)

Hematology and Oncology 0.609 (0.559, 0.658)

Infectious Disease 0.616 (0.547, 0.685)

Neurology 0.636 (0.58, 0.691)

Obstetrics and Gynecology 0.68 (0.608, 0.752)

Other 0.589 (0.534, 0.644)

Pediatrics and Neonatology 0.724 (0.669, 0.778)

Rheumatology 0.627 (0.543, 0.711)

Urology and Nephrology 0.528 (0.435, 0.621)

Single-turn conversation Cardiology 0.448 (0.377, 0.518)

Dermatology 0.647 (0.601, 0.694)

Endocrinology 0.452 (0.357, 0.547)

Gastroenterology 0.469 (0.406, 0.532)

Hematology and Oncology 0.456 (0.398, 0.513)

Infectious Disease 0.542 (0.465, 0.618)

Neurology 0.529 (0.468, 0.59)

Obstetrics and Gynecology 0.524 (0.44, 0.607)

Other 0.465 (0.402, 0.528)



Pediatrics and Neonatology 0.624 (0.561, 0.686)

Rheumatology 0.507 (0.409, 0.605)

Urology and Nephrology 0.42 (0.325, 0.515)

Summarized conversation Cardiology 0.599 (0.536, 0.663)

Dermatology 0.756 (0.716, 0.795)

Endocrinology 0.605 (0.521, 0.688)

Gastroenterology 0.601 (0.542, 0.659)

Hematology and Oncology 0.644 (0.595, 0.694)

Infectious Disease 0.699 (0.636, 0.761)

Neurology 0.702 (0.651, 0.753)

Obstetrics and Gynecology 0.685 (0.611, 0.758)

Other 0.602 (0.548, 0.657)

Pediatrics and Neonatology 0.764 (0.713, 0.816)

Rheumatology 0.663 (0.579, 0.748)

Urology and Nephrology 0.602 (0.517, 0.688)

GPT-3.5 Vignette Cardiology 0.601 (0.533, 0.67)

Dermatology 0.707 (0.661, 0.754)

Endocrinology 0.576 (0.476, 0.677)

Gastroenterology 0.634 (0.575, 0.694)

Hematology and Oncology 0.636 (0.579, 0.693)

Infectious Disease 0.677 (0.603, 0.751)

Neurology 0.624 (0.563, 0.686)

Obstetrics and Gynecology 0.66 (0.575, 0.745)

Other 0.712 (0.654, 0.771)

Pediatrics and Neonatology 0.688 (0.622, 0.754)

Rheumatology 0.646 (0.55, 0.743)

Urology and Nephrology 0.625 (0.533, 0.716)

Multi-turn conversation Cardiology 0.378 (0.315, 0.441)

Dermatology 0.549 (0.502, 0.595)

Endocrinology 0.367 (0.28, 0.454)

Gastroenterology 0.428 (0.371, 0.485)

Hematology and Oncology 0.375 (0.323, 0.427)

Infectious Disease 0.469 (0.399, 0.538)

Neurology 0.504 (0.446, 0.561)

Obstetrics and Gynecology 0.482 (0.404, 0.56)



Other 0.482 (0.424, 0.539)

Pediatrics and Neonatology 0.584 (0.522, 0.645)

Rheumatology 0.478 (0.386, 0.57)

Urology and Nephrology 0.373 (0.283, 0.463)

Single-turn conversation Cardiology 0.354 (0.288, 0.419)

Dermatology 0.507 (0.459, 0.556)

Endocrinology 0.409 (0.319, 0.499)

Gastroenterology 0.377 (0.318, 0.435)

Hematology and Oncology 0.401 (0.346, 0.456)

Infectious Disease 0.46 (0.385, 0.535)

Neurology 0.459 (0.399, 0.518)

Obstetrics and Gynecology 0.413 (0.331, 0.494)

Other 0.443 (0.382, 0.503)

Pediatrics and Neonatology 0.511 (0.446, 0.576)

Rheumatology 0.41 (0.315, 0.504)

Urology and Nephrology 0.362 (0.275, 0.449)

Summarized conversation Cardiology 0.417 (0.352, 0.483)

Dermatology 0.564 (0.518, 0.609)

Endocrinology 0.428 (0.34, 0.517)

Gastroenterology 0.427 (0.37, 0.484)

Hematology and Oncology 0.437 (0.383, 0.49)

Infectious Disease 0.559 (0.491, 0.628)

Neurology 0.521 (0.463, 0.578)

Obstetrics and Gynecology 0.528 (0.448, 0.607)

Other 0.545 (0.488, 0.603)

Pediatrics and Neonatology 0.612 (0.551, 0.673)

Rheumatology 0.529 (0.44, 0.618)

Urology and Nephrology 0.465 (0.38, 0.551)

Mistral-v2-
7b

Vignette Cardiology 0.646 (0.572, 0.72)

Dermatology 0.694 (0.643, 0.745)

Endocrinology 0.576 (0.469, 0.684)

Gastroenterology 0.621 (0.553, 0.689)

Hematology and Oncology 0.59 (0.526, 0.653)

Infectious Disease 0.606 (0.523, 0.689)

Neurology 0.584 (0.518, 0.651)



Obstetrics and Gynecology 0.645 (0.555, 0.736)

Other 0.687 (0.622, 0.751)

Pediatrics and Neonatology 0.665 (0.594, 0.736)

Rheumatology 0.671 (0.567, 0.775)

Urology and Nephrology 0.607 (0.503, 0.71)

Multi-turn conversation Cardiology 0.373 (0.316, 0.43)

Dermatology 0.511 (0.466, 0.556)

Endocrinology 0.362 (0.281, 0.444)

Gastroenterology 0.359 (0.306, 0.411)

Hematology and Oncology 0.379 (0.33, 0.428)

Infectious Disease 0.394 (0.327, 0.461)

Neurology 0.424 (0.37, 0.478)

Obstetrics and Gynecology 0.464 (0.387, 0.541)

Other 0.448 (0.391, 0.504)

Pediatrics and Neonatology 0.481 (0.421, 0.541)

Rheumatology 0.434 (0.347, 0.521)

Urology and Nephrology 0.402 (0.319, 0.485)

Single-turn conversation Cardiology 0.427 (0.361, 0.493)

Dermatology 0.531 (0.482, 0.58)

Endocrinology 0.36 (0.266, 0.454)

Gastroenterology 0.352 (0.292, 0.411)

Hematology and Oncology 0.405 (0.35, 0.46)

Infectious Disease 0.429 (0.353, 0.505)

Neurology 0.431 (0.373, 0.489)

Obstetrics and Gynecology 0.467 (0.385, 0.55)

Other 0.474 (0.411, 0.537)

Pediatrics and Neonatology 0.509 (0.444, 0.574)

Rheumatology 0.493 (0.396, 0.59)

Urology and Nephrology 0.438 (0.344, 0.532)

Summarized conversation Cardiology 0.493 (0.438, 0.547)

Dermatology 0.575 (0.533, 0.618)

Endocrinology 0.48 (0.397, 0.563)

Gastroenterology 0.507 (0.454, 0.56)

Hematology and Oncology 0.45 (0.402, 0.497)

Infectious Disease 0.485 (0.421, 0.549)



Neurology 0.521 (0.471, 0.572)

Obstetrics and Gynecology 0.571 (0.498, 0.644)

Other 0.471 (0.418, 0.523)

Pediatrics and Neonatology 0.558 (0.5, 0.617)

Rheumatology 0.512 (0.43, 0.594)

Urology and Nephrology 0.49 (0.409, 0.571)

LLaMA-2-7
b

Vignette Cardiology 0.372 (0.304, 0.44)

Dermatology 0.411 (0.362, 0.461)

Endocrinology 0.353 (0.26, 0.446)

Gastroenterology 0.392 (0.331, 0.453)

Hematology and Oncology 0.321 (0.266, 0.376)

Infectious Disease 0.388 (0.312, 0.465)

Neurology 0.365 (0.307, 0.424)

Obstetrics and Gynecology 0.342 (0.26, 0.424)

Other 0.482 (0.417, 0.546)

Pediatrics and Neonatology 0.486 (0.418, 0.553)

Rheumatology 0.422 (0.321, 0.523)

Urology and Nephrology 0.378 (0.286, 0.469)

Multi-turn conversation Cardiology 0.28 (0.229, 0.332)

Dermatology 0.346 (0.305, 0.388)

Endocrinology 0.32 (0.242, 0.398)

Gastroenterology 0.281 (0.231, 0.331)

Hematology and Oncology 0.291 (0.245, 0.338)

Infectious Disease 0.318 (0.257, 0.38)

Neurology 0.296 (0.249, 0.343)

Obstetrics and Gynecology 0.325 (0.256, 0.395)

Other 0.364 (0.309, 0.42)

Pediatrics and Neonatology 0.345 (0.286, 0.403)

Rheumatology 0.4 (0.319, 0.481)

Urology and Nephrology 0.272 (0.194, 0.35)

Single-turn conversation Cardiology 0.298 (0.234, 0.362)

Dermatology 0.326 (0.279, 0.373)

Endocrinology 0.256 (0.168, 0.345)

Gastroenterology 0.256 (0.199, 0.312)

Hematology and Oncology 0.279 (0.226, 0.333)



Infectious Disease 0.318 (0.247, 0.39)

Neurology 0.289 (0.233, 0.344)

Obstetrics and Gynecology 0.331 (0.248, 0.414)

Other 0.343 (0.283, 0.404)

Pediatrics and Neonatology 0.336 (0.274, 0.399)

Rheumatology 0.38 (0.281, 0.48)

Urology and Nephrology 0.225 (0.147, 0.302)

Summarized conversation Cardiology 0.291 (0.231, 0.352)

Dermatology 0.374 (0.33, 0.418)

Endocrinology 0.294 (0.215, 0.373)

Gastroenterology 0.309 (0.257, 0.361)

Hematology and Oncology 0.289 (0.24, 0.337)

Infectious Disease 0.353 (0.284, 0.423)

Neurology 0.329 (0.277, 0.381)

Obstetrics and Gynecology 0.329 (0.254, 0.405)

Other 0.369 (0.314, 0.425)

Pediatrics and Neonatology 0.388 (0.328, 0.449)

Rheumatology 0.385 (0.298, 0.472)

Urology and Nephrology 0.265 (0.189, 0.341)

Supplementary Table 6: Medical specialty wise mean accuracy and 95% confidence intervals for
4-choice MCQ setting, across the evaluated experimental setups (vignette, multi-turn conversation,
single-turn conversation and summarized conversation) and models (GPT-4, GPT-3.5, Mistral-v2-7b,
LLaMA-2-7b).



Model Medical specialty Experiment 1 Experiment 2 p-value Adjusted
p-value

GPT-4 Cardiology Vignette Multi-turn
conversation

0.0001 0.0003

Cardiology Vignette Single-turn
conversation

0.0001 0.0003

Cardiology Vignette Summarized
conversation

0.0001 0.0003

Cardiology Multi-turn
conversation

Single-turn
conversation

0.0003 0.0007

Cardiology Multi-turn
conversation

Summarized
conversation

0.0001 0.0003

Cardiology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Dermatology Vignette Multi-turn
conversation

0.0001 0.0003

Dermatology Vignette Single-turn
conversation

0.0001 0.0003

Dermatology Vignette Summarized
conversation

0.0001 0.0003

Dermatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0003

Dermatology Multi-turn
conversation

Summarized
conversation

0.0351 0.0513

Dermatology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Endocrinology Vignette Multi-turn
conversation

0.0001 0.0003

Endocrinology Vignette Single-turn
conversation

0.0001 0.0003

Endocrinology Vignette Summarized
conversation

0.0002 0.0005

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.0272 0.0417

Endocrinology Multi-turn
conversation

Summarized
conversation

0.0069 0.0117

Endocrinology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0003

Gastroenterology Vignette Single-turn
conversation

0.0001 0.0003



Gastroenterology Vignette Summarized
conversation

0.0001 0.0003

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.0007 0.0015

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.0182 0.0286

Gastroenterology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0003

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0003

Hematology and Oncology Vignette Summarized
conversation

0.0001 0.0003

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0003

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.0094 0.0156

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0003

Infectious Disease Vignette Single-turn
conversation

0.0001 0.0003

Infectious Disease Vignette Summarized
conversation

0.0001 0.0003

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.0287 0.0433

Infectious Disease Multi-turn
conversation

Summarized
conversation

0.0002 0.0005

Infectious Disease Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Neurology Vignette Multi-turn
conversation

0.0001 0.0003

Neurology Vignette Single-turn
conversation

0.0001 0.0003

Neurology Vignette Summarized
conversation

0.0001 0.0003

Neurology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0003

Neurology Multi-turn
conversation

Summarized
conversation

0.0002 0.0005

Neurology Single-turn Summarized 0.0001 0.0003



conversation conversation

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.0011 0.0022

Obstetrics and Gynecology Vignette Single-turn
conversation

0.0001 0.0003

Obstetrics and Gynecology Vignette Summarized
conversation

0.0023 0.0043

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.0002 0.0005

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.8411 0.8714

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Other Vignette Multi-turn
conversation

0.0001 0.0003

Other Vignette Single-turn
conversation

0.0001 0.0003

Other Vignette Summarized
conversation

0.0001 0.0003

Other Multi-turn
conversation

Single-turn
conversation

0.0001 0.0003

Other Multi-turn
conversation

Summarized
conversation

0.3659 0.4157

Other Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Single-turn
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Summarized
conversation

0.0001 0.0003

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0003

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.0057 0.0099

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Rheumatology Vignette Multi-turn
conversation

0.0001 0.0003

Rheumatology Vignette Single-turn
conversation

0.0001 0.0003

Rheumatology Vignette Summarized
conversation

0.0001 0.0003



Rheumatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0003

Rheumatology Multi-turn
conversation

Summarized
conversation

0.1444 0.1857

Rheumatology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Urology and Nephrology Vignette Multi-turn
conversation

0.0001 0.0003

Urology and Nephrology Vignette Single-turn
conversation

0.0001 0.0003

Urology and Nephrology Vignette Summarized
conversation

0.0006 0.0013

Urology and Nephrology Multi-turn
conversation

Single-turn
conversation

0.0044 0.0077

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.0174 0.0275

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

GPT-3.5 Cardiology Vignette Multi-turn
conversation

0.0001 0.0003

Cardiology Vignette Single-turn
conversation

0.0001 0.0003

Cardiology Vignette Summarized
conversation

0.0001 0.0003

Cardiology Multi-turn
conversation

Single-turn
conversation

0.2938 0.344

Cardiology Multi-turn
conversation

Summarized
conversation

0.0713 0.0978

Cardiology Single-turn
conversation

Summarized
conversation

0.0124 0.0202

Dermatology Vignette Multi-turn
conversation

0.0001 0.0003

Dermatology Vignette Single-turn
conversation

0.0001 0.0003

Dermatology Vignette Summarized
conversation

0.0001 0.0003

Dermatology Multi-turn
conversation

Single-turn
conversation

0.0158 0.0253

Dermatology Multi-turn
conversation

Summarized
conversation

0.3195 0.3695

Dermatology Single-turn
conversation

Summarized
conversation

0.0051 0.0089

Endocrinology Vignette Multi-turn 0.0004 0.0009



conversation

Endocrinology Vignette Single-turn
conversation

0.0085 0.0142

Endocrinology Vignette Summarized
conversation

0.0033 0.006

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.2877 0.3382

Endocrinology Multi-turn
conversation

Summarized
conversation

0.0443 0.0632

Endocrinology Single-turn
conversation

Summarized
conversation

0.6448 0.7008

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0003

Gastroenterology Vignette Single-turn
conversation

0.0001 0.0003

Gastroenterology Vignette Summarized
conversation

0.0001 0.0003

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.0183 0.0286

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.9662 0.9696

Gastroenterology Single-turn
conversation

Summarized
conversation

0.0475 0.0669

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0003

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0003

Hematology and Oncology Vignette Summarized
conversation

0.0001 0.0003

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.2599 0.3093

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.0036 0.0065

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.119 0.1537

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0003

Infectious Disease Vignette Single-turn
conversation

0.0001 0.0003

Infectious Disease Vignette Summarized
conversation

0.0008 0.0017

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.7508 0.7921



Infectious Disease Multi-turn
conversation

Summarized
conversation

0.0002 0.0005

Infectious Disease Single-turn
conversation

Summarized
conversation

0.0005 0.0011

Neurology Vignette Multi-turn
conversation

0.0002 0.0005

Neurology Vignette Single-turn
conversation

0.0001 0.0003

Neurology Vignette Summarized
conversation

0.0001 0.0003

Neurology Multi-turn
conversation

Single-turn
conversation

0.0471 0.0668

Neurology Multi-turn
conversation

Summarized
conversation

0.3892 0.4396

Neurology Single-turn
conversation

Summarized
conversation

0.0118 0.0194

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.0001 0.0003

Obstetrics and Gynecology Vignette Single-turn
conversation

0.0001 0.0003

Obstetrics and Gynecology Vignette Summarized
conversation

0.0003 0.0007

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.0284 0.043

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.1076 0.1409

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.0022 0.0042

Other Vignette Multi-turn
conversation

0.0001 0.0003

Other Vignette Single-turn
conversation

0.0001 0.0003

Other Vignette Summarized
conversation

0.0001 0.0003

Other Multi-turn
conversation

Single-turn
conversation

0.0476 0.0669

Other Multi-turn
conversation

Summarized
conversation

0.0027 0.005

Other Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0006 0.0013

Pediatrics and Neonatology Vignette Single-turn 0.0001 0.0003



conversation

Pediatrics and Neonatology Vignette Summarized
conversation

0.0128 0.0207

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.0022 0.0042

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.1542 0.1956

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.0007 0.0015

Rheumatology Vignette Multi-turn
conversation

0.002 0.0038

Rheumatology Vignette Single-turn
conversation

0.0001 0.0003

Rheumatology Vignette Summarized
conversation

0.0122 0.02

Rheumatology Multi-turn
conversation

Single-turn
conversation

0.0582 0.0814

Rheumatology Multi-turn
conversation

Summarized
conversation

0.1087 0.1417

Rheumatology Single-turn
conversation

Summarized
conversation

0.0004 0.0009

Urology and Nephrology Vignette Multi-turn
conversation

0.0001 0.0003

Urology and Nephrology Vignette Single-turn
conversation

0.0001 0.0003

Urology and Nephrology Vignette Summarized
conversation

0.0002 0.0005

Urology and Nephrology Multi-turn
conversation

Single-turn
conversation

0.6949 0.7486

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.0004 0.0009

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.001 0.0021

Mistral-v2
-7b

Cardiology Vignette Multi-turn
conversation

0.0001 0.0003

Cardiology Vignette Single-turn
conversation

0.0001 0.0003

Cardiology Vignette Summarized
conversation

0.0002 0.0005

Cardiology Multi-turn
conversation

Single-turn
conversation

0.013 0.0209

Cardiology Multi-turn
conversation

Summarized
conversation

0.0001 0.0003



Cardiology Single-turn
conversation

Summarized
conversation

0.0268 0.0413

Dermatology Vignette Multi-turn
conversation

0.0001 0.0003

Dermatology Vignette Single-turn
conversation

0.0001 0.0003

Dermatology Vignette Summarized
conversation

0.0001 0.0003

Dermatology Multi-turn
conversation

Single-turn
conversation

0.2429 0.2903

Dermatology Multi-turn
conversation

Summarized
conversation

0.0002 0.0005

Dermatology Single-turn
conversation

Summarized
conversation

0.0231 0.0358

Endocrinology Vignette Multi-turn
conversation

0.0011 0.0022

Endocrinology Vignette Single-turn
conversation

0.0028 0.0051

Endocrinology Vignette Summarized
conversation

0.0904 0.12

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.9471 0.9571

Endocrinology Multi-turn
conversation

Summarized
conversation

0.0058 0.01

Endocrinology Single-turn
conversation

Summarized
conversation

0.0062 0.0106

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0003

Gastroenterology Vignette Single-turn
conversation

0.0001 0.0003

Gastroenterology Vignette Summarized
conversation

0.0018 0.0035

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.735 0.7782

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.0001 0.0003

Gastroenterology Single-turn
conversation

Summarized
conversation

0.0001 0.0003

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0003

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0003

Hematology and Oncology Vignette Summarized 0.0002 0.0005



conversation

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.1834 0.2287

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.0014 0.0028

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.0674 0.0929

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0003

Infectious Disease Vignette Single-turn
conversation

0.0004 0.0009

Infectious Disease Vignette Summarized
conversation

0.0087 0.0145

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.1983 0.2441

Infectious Disease Multi-turn
conversation

Summarized
conversation

0.0013 0.0026

Infectious Disease Single-turn
conversation

Summarized
conversation

0.0858 0.1144

Neurology Vignette Multi-turn
conversation

0.0001 0.0003

Neurology Vignette Single-turn
conversation

0.0001 0.0003

Neurology Vignette Summarized
conversation

0.0372 0.0541

Neurology Multi-turn
conversation

Single-turn
conversation

0.6992 0.7486

Neurology Multi-turn
conversation

Summarized
conversation

0.0001 0.0003

Neurology Single-turn
conversation

Summarized
conversation

0.0002 0.0005

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.0002 0.0005

Obstetrics and Gynecology Vignette Single-turn
conversation

0.0006 0.0013

Obstetrics and Gynecology Vignette Summarized
conversation

0.0797 0.1078

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.8467 0.8714

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.0007 0.0015

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.0043 0.0076



Other Vignette Multi-turn
conversation

0.0001 0.0003

Other Vignette Single-turn
conversation

0.0001 0.0003

Other Vignette Summarized
conversation

0.0001 0.0003

Other Multi-turn
conversation

Single-turn
conversation

0.1483 0.1898

Other Multi-turn
conversation

Summarized
conversation

0.2698 0.3185

Other Single-turn
conversation

Summarized
conversation

0.9117 0.9245

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Single-turn
conversation

0.0004 0.0009

Pediatrics and Neonatology Vignette Summarized
conversation

0.0026 0.0048

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.1787 0.2238

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.0019 0.0037

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.0652 0.0907

Rheumatology Vignette Multi-turn
conversation

0.0001 0.0003

Rheumatology Vignette Single-turn
conversation

0.0025 0.0047

Rheumatology Vignette Summarized
conversation

0.0005 0.0011

Rheumatology Multi-turn
conversation

Single-turn
conversation

0.106 0.1394

Rheumatology Multi-turn
conversation

Summarized
conversation

0.0213 0.0332

Rheumatology Single-turn
conversation

Summarized
conversation

0.6076 0.673

Urology and Nephrology Vignette Multi-turn
conversation

0.0002 0.0005

Urology and Nephrology Vignette Single-turn
conversation

0.0035 0.0063

Urology and Nephrology Vignette Summarized
conversation

0.033 0.0487

Urology and Nephrology Multi-turn Single-turn 0.3229 0.372



conversation conversation

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.0166 0.0264

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.2055 0.2508

LLaMA-2-
7b

Cardiology Vignette Multi-turn
conversation

0.0018 0.0035

Cardiology Vignette Single-turn
conversation

0.0307 0.0461

Cardiology Vignette Summarized
conversation

0.0037 0.0066

Cardiology Multi-turn
conversation

Single-turn
conversation

0.4995 0.5598

Cardiology Multi-turn
conversation

Summarized
conversation

0.6265 0.6913

Cardiology Single-turn
conversation

Summarized
conversation

0.8348 0.8711

Dermatology Vignette Multi-turn
conversation

0.0042 0.0075

Dermatology Vignette Single-turn
conversation

0.0007 0.0015

Dermatology Vignette Summarized
conversation

0.0406 0.0582

Dermatology Multi-turn
conversation

Single-turn
conversation

0.1844 0.2289

Dermatology Multi-turn
conversation

Summarized
conversation

0.1012 0.1337

Dermatology Single-turn
conversation

Summarized
conversation

0.0075 0.0126

Endocrinology Vignette Multi-turn
conversation

0.4788 0.5387

Endocrinology Vignette Single-turn
conversation

0.0387 0.0557

Endocrinology Vignette Summarized
conversation

0.188 0.2324

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.0745 0.1012

Endocrinology Multi-turn
conversation

Summarized
conversation

0.3524 0.4027

Endocrinology Single-turn
conversation

Summarized
conversation

0.3062 0.357

Gastroenterology Vignette Multi-turn
conversation

0.0005 0.0011



Gastroenterology Vignette Single-turn
conversation

0.0001 0.0003

Gastroenterology Vignette Summarized
conversation

0.0008 0.0017

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.2663 0.3156

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.1747 0.2197

Gastroenterology Single-turn
conversation

Summarized
conversation

0.0311 0.0464

Hematology and Oncology Vignette Multi-turn
conversation

0.2238 0.2708

Hematology and Oncology Vignette Single-turn
conversation

0.0811 0.1091

Hematology and Oncology Vignette Summarized
conversation

0.1145 0.1485

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.5763 0.6433

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.899 0.9149

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.6075 0.673

Infectious Disease Vignette Multi-turn
conversation

0.0319 0.0474

Infectious Disease Vignette Single-turn
conversation

0.0664 0.0919

Infectious Disease Vignette Summarized
conversation

0.222 0.2698

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.9875 0.9875

Infectious Disease Multi-turn
conversation

Summarized
conversation

0.1598 0.2019

Infectious Disease Single-turn
conversation

Summarized
conversation

0.2261 0.2725

Neurology Vignette Multi-turn
conversation

0.002 0.0038

Neurology Vignette Single-turn
conversation

0.0006 0.0013

Neurology Vignette Summarized
conversation

0.0828 0.1109

Neurology Multi-turn
conversation

Single-turn
conversation

0.7036 0.7505

Neurology Multi-turn Summarized 0.0723 0.0987



conversation conversation

Neurology Single-turn
conversation

Summarized
conversation

0.038 0.055

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.6343 0.6954

Obstetrics and Gynecology Vignette Single-turn
conversation

0.7654 0.8045

Obstetrics and Gynecology Vignette Summarized
conversation

0.6576 0.712

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.8472 0.8714

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.8743 0.8961

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.9586 0.9653

Other Vignette Multi-turn
conversation

0.0001 0.0003

Other Vignette Single-turn
conversation

0.0001 0.0003

Other Vignette Summarized
conversation

0.0001 0.0003

Other Multi-turn
conversation

Single-turn
conversation

0.3146 0.3653

Other Multi-turn
conversation

Summarized
conversation

0.8103 0.8486

Other Single-turn
conversation

Summarized
conversation

0.1992 0.2441

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Single-turn
conversation

0.0001 0.0003

Pediatrics and Neonatology Vignette Summarized
conversation

0.0001 0.0003

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.7241 0.7695

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.0279 0.0425

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.0334 0.0491

Rheumatology Vignette Multi-turn
conversation

0.6379 0.6959

Rheumatology Vignette Single-turn
conversation

0.3666 0.4157



Rheumatology Vignette Summarized
conversation

0.3378 0.3876

Rheumatology Multi-turn
conversation

Single-turn
conversation

0.635 0.6954

Rheumatology Multi-turn
conversation

Summarized
conversation

0.6992 0.7486

Rheumatology Single-turn
conversation

Summarized
conversation

0.8946 0.9136

Urology and Nephrology Vignette Multi-turn
conversation

0.0061 0.0105

Urology and Nephrology Vignette Single-turn
conversation

0.0001 0.0003

Urology and Nephrology Vignette Summarized
conversation

0.0015 0.003

Urology and Nephrology Multi-turn
conversation

Single-turn
conversation

0.1506 0.1919

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.846 0.8714

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.232 0.2784

Supplementary Table 7: Medical specialty wise adjusted p-values for 4-choice MCQ setting for pairs of
evaluated experimental setups (vignette, multi-turn conversation, single-turn conversation and
summarized conversation) corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b,
LLaMA-2-7b). All p-values were calculated using a two-sided bootstrapping test, followed by
Holm-Bonferroni correction (see Methods).



Model Experiment Name Specialty Mean
Accuracy

95% C.I.

GPT-4 Vignette Cardiology 0.345 (0.281, 0.409)

Dermatology 0.645 (0.597, 0.693)

Endocrinology 0.379 (0.286, 0.472)

Gastroenterology 0.365 (0.304, 0.425)

Hematology and Oncology 0.467 (0.409, 0.525)

Infectious Disease 0.416 (0.339, 0.493)

Neurology 0.513 (0.453, 0.574)

Obstetrics and Gynecology 0.453 (0.366, 0.54)

Other 0.484 (0.422, 0.545)

Pediatrics and Neonatology 0.557 (0.49, 0.624)

Rheumatology 0.595 (0.492, 0.698)

Urology and Nephrology 0.449 (0.354, 0.545)

Multi-turn conversation Cardiology 0.134 (0.093, 0.176)

Dermatology 0.399 (0.354, 0.443)

Endocrinology 0.108 (0.063, 0.154)

Gastroenterology 0.152 (0.11, 0.193)

Hematology and Oncology 0.203 (0.163, 0.243)

Infectious Disease 0.206 (0.15, 0.261)

Neurology 0.321 (0.267, 0.376)

Obstetrics and Gynecology 0.264 (0.194, 0.333)

Other 0.295 (0.242, 0.347)

Pediatrics and Neonatology 0.369 (0.31, 0.428)

Rheumatology 0.329 (0.244, 0.414)

Urology and Nephrology 0.196 (0.126, 0.265)

Single-turn conversation Cardiology 0.07 (0.039, 0.1)

Dermatology 0.224 (0.184, 0.264)

Endocrinology 0.024 (-0.003, 0.05)

Gastroenterology 0.085 (0.051, 0.118)

Hematology and Oncology 0.078 (0.05, 0.105)

Infectious Disease 0.117 (0.071, 0.163)

Neurology 0.185 (0.138, 0.232)

Obstetrics and Gynecology 0.071 (0.034, 0.107)

Other 0.142 (0.101, 0.184)



Pediatrics and Neonatology 0.195 (0.145, 0.246)

Rheumatology 0.132 (0.068, 0.195)

Urology and Nephrology 0.115 (0.056, 0.173)

Summarized conversation Cardiology 0.122 (0.082, 0.161)

Dermatology 0.436 (0.391, 0.482)

Endocrinology 0.129 (0.073, 0.186)

Gastroenterology 0.165 (0.121, 0.208)

Hematology and Oncology 0.219 (0.177, 0.261)

Infectious Disease 0.257 (0.196, 0.318)

Neurology 0.287 (0.239, 0.336)

Obstetrics and Gynecology 0.271 (0.2, 0.342)

Other 0.284 (0.236, 0.333)

Pediatrics and Neonatology 0.328 (0.272, 0.383)

Rheumatology 0.371 (0.282, 0.459)

Urology and Nephrology 0.236 (0.162, 0.31)

GPT-3.5 Vignette Cardiology 0.254 (0.196, 0.311)

Dermatology 0.504 (0.454, 0.554)

Endocrinology 0.212 (0.135, 0.288)

Gastroenterology 0.311 (0.252, 0.371)

Hematology and Oncology 0.372 (0.317, 0.426)

Infectious Disease 0.364 (0.29, 0.437)

Neurology 0.341 (0.284, 0.398)

Obstetrics and Gynecology 0.338 (0.256, 0.421)

Other 0.372 (0.312, 0.432)

Pediatrics and Neonatology 0.445 (0.378, 0.512)

Rheumatology 0.463 (0.357, 0.57)

Urology and Nephrology 0.375 (0.284, 0.467)

Multi-turn conversation Cardiology 0.085 (0.051, 0.119)

Dermatology 0.241 (0.202, 0.28)

Endocrinology 0.054 (0.016, 0.093)

Gastroenterology 0.092 (0.061, 0.123)

Hematology and Oncology 0.13 (0.096, 0.164)

Infectious Disease 0.137 (0.09, 0.185)

Neurology 0.206 (0.16, 0.251)

Obstetrics and Gynecology 0.198 (0.14, 0.256)



Other 0.214 (0.168, 0.26)

Pediatrics and Neonatology 0.24 (0.186, 0.295)

Rheumatology 0.18 (0.111, 0.25)

Urology and Nephrology 0.121 (0.07, 0.172)

Single-turn conversation Cardiology 0.057 (0.029, 0.085)

Dermatology 0.169 (0.133, 0.205)

Endocrinology 0.038 (0.005, 0.071)

Gastroenterology 0.083 (0.05, 0.116)

Hematology and Oncology 0.092 (0.061, 0.124)

Infectious Disease 0.092 (0.05, 0.134)

Neurology 0.153 (0.111, 0.195)

Obstetrics and Gynecology 0.131 (0.077, 0.184)

Other 0.166 (0.123, 0.21)

Pediatrics and Neonatology 0.182 (0.131, 0.232)

Rheumatology 0.102 (0.044, 0.161)

Urology and Nephrology 0.099 (0.046, 0.151)

Summarized conversation Cardiology 0.079 (0.047, 0.111)

Dermatology 0.275 (0.234, 0.315)

Endocrinology 0.045 (0.013, 0.077)

Gastroenterology 0.133 (0.096, 0.171)

Hematology and Oncology 0.152 (0.116, 0.189)

Infectious Disease 0.155 (0.107, 0.203)

Neurology 0.179 (0.135, 0.222)

Obstetrics and Gynecology 0.205 (0.144, 0.267)

Other 0.167 (0.128, 0.206)

Pediatrics and Neonatology 0.207 (0.158, 0.256)

Rheumatology 0.238 (0.16, 0.315)

Urology and Nephrology 0.135 (0.077, 0.193)

Mistral-v2-
7b

Vignette Cardiology 0.155 (0.103, 0.207)

Dermatology 0.217 (0.173, 0.261)

Endocrinology 0.167 (0.091, 0.243)

Gastroenterology 0.197 (0.143, 0.251)

Hematology and Oncology 0.227 (0.176, 0.278)

Infectious Disease 0.19 (0.128, 0.252)

Neurology 0.247 (0.192, 0.302)



Obstetrics and Gynecology 0.198 (0.128, 0.269)

Other 0.286 (0.226, 0.345)

Pediatrics and Neonatology 0.239 (0.178, 0.301)

Rheumatology 0.276 (0.179, 0.372)

Urology and Nephrology 0.261 (0.171, 0.35)

Multi-turn conversation Cardiology 0.033 (0.015, 0.051)

Dermatology 0.099 (0.073, 0.125)

Endocrinology 0.028 (-0.002, 0.059)

Gastroenterology 0.032 (0.014, 0.05)

Hematology and Oncology 0.033 (0.015, 0.051)

Infectious Disease 0.045 (0.02, 0.07)

Neurology 0.083 (0.053, 0.113)

Obstetrics and Gynecology 0.042 (0.018, 0.066)

Other 0.11 (0.076, 0.145)

Pediatrics and Neonatology 0.108 (0.068, 0.147)

Rheumatology 0.073 (0.027, 0.12)

Urology and Nephrology 0.036 (0.013, 0.059)

Single-turn conversation Cardiology 0.027 (0.009, 0.045)

Dermatology 0.086 (0.06, 0.113)

Endocrinology 0.028 (-0.002, 0.058)

Gastroenterology 0.028 (0.01, 0.046)

Hematology and Oncology 0.037 (0.017, 0.057)

Infectious Disease 0.029 (0.004, 0.055)

Neurology 0.061 (0.034, 0.087)

Obstetrics and Gynecology 0.033 (0.01, 0.055)

Other 0.096 (0.062, 0.129)

Pediatrics and Neonatology 0.09 (0.052, 0.129)

Rheumatology 0.061 (0.015, 0.107)

Urology and Nephrology 0.047 (0.015, 0.08)

Summarized conversation Cardiology 0.024 (0.01, 0.039)

Dermatology 0.09 (0.066, 0.114)

Endocrinology 0.016 (-0.005, 0.038)

Gastroenterology 0.021 (0.006, 0.036)

Hematology and Oncology 0.032 (0.017, 0.046)

Infectious Disease 0.039 (0.018, 0.061)



Neurology 0.082 (0.054, 0.111)

Obstetrics and Gynecology 0.06 (0.028, 0.092)

Other 0.071 (0.046, 0.096)

Pediatrics and Neonatology 0.069 (0.04, 0.098)

Rheumatology 0.085 (0.041, 0.13)

Urology and Nephrology 0.036 (0.004, 0.067)

LLaMA-2-7
b

Vignette Cardiology 0.101 (0.063, 0.139)

Dermatology 0.175 (0.136, 0.213)

Endocrinology 0.082 (0.034, 0.131)

Gastroenterology 0.143 (0.102, 0.185)

Hematology and Oncology 0.203 (0.156, 0.251)

Infectious Disease 0.166 (0.11, 0.223)

Neurology 0.191 (0.144, 0.237)

Obstetrics and Gynecology 0.151 (0.091, 0.211)

Other 0.192 (0.146, 0.239)

Pediatrics and Neonatology 0.182 (0.13, 0.233)

Rheumatology 0.249 (0.163, 0.334)

Urology and Nephrology 0.157 (0.091, 0.224)

Multi-turn conversation Cardiology 0.039 (0.022, 0.056)

Dermatology 0.084 (0.061, 0.107)

Endocrinology 0.028 (0.007, 0.049)

Gastroenterology 0.026 (0.01, 0.042)

Hematology and Oncology 0.022 (0.009, 0.035)

Infectious Disease 0.031 (0.01, 0.051)

Neurology 0.076 (0.048, 0.104)

Obstetrics and Gynecology 0.122 (0.077, 0.166)

Other 0.132 (0.097, 0.168)

Pediatrics and Neonatology 0.094 (0.059, 0.128)

Rheumatology 0.093 (0.045, 0.141)

Urology and Nephrology 0.029 (0.008, 0.051)

Single-turn conversation Cardiology 0.049 (0.021, 0.077)

Dermatology 0.074 (0.049, 0.1)

Endocrinology 0.007 (-0.007, 0.021)

Gastroenterology 0.027 (0.007, 0.048)

Hematology and Oncology 0.027 (0.011, 0.044)



Infectious Disease 0.039 (0.011, 0.068)

Neurology 0.059 (0.031, 0.087)

Obstetrics and Gynecology 0.105 (0.053, 0.158)

Other 0.143 (0.1, 0.186)

Pediatrics and Neonatology 0.079 (0.046, 0.111)

Rheumatology 0.112 (0.05, 0.174)

Urology and Nephrology 0.056 (0.015, 0.098)

Summarized conversation Cardiology 0.048 (0.023, 0.072)

Dermatology 0.102 (0.075, 0.128)

Endocrinology 0.033 (0.006, 0.059)

Gastroenterology 0.032 (0.011, 0.053)

Hematology and Oncology 0.051 (0.03, 0.072)

Infectious Disease 0.079 (0.043, 0.115)

Neurology 0.085 (0.056, 0.114)

Obstetrics and Gynecology 0.116 (0.07, 0.163)

Other 0.124 (0.09, 0.158)

Pediatrics and Neonatology 0.094 (0.064, 0.124)

Rheumatology 0.149 (0.08, 0.217)

Urology and Nephrology 0.067 (0.027, 0.108)

Supplementary Table 8: Medical specialty wise mean accuracy and 95% confidence intervals for FRQ
setting, across the evaluated experimental setups (vignette, multi-turn conversation, single-turn
conversation and summarized conversation) and models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b).



Model Medical specialty Experiment 1 Experiment 2 p-value Adjusted
p-value

GPT-4 Cardiology Vignette Multi-turn
conversation

0.0001 0.0002

Cardiology Vignette Single-turn
conversation

0.0001 0.0002

Cardiology Vignette Summarized
conversation

0.0001 0.0002

Cardiology Multi-turn
conversation

Single-turn
conversation

0.0003 0.0006

Cardiology Multi-turn
conversation

Summarized
conversation

0.4286 0.486

Cardiology Single-turn
conversation

Summarized
conversation

0.0057 0.0089

Dermatology Vignette Multi-turn
conversation

0.0001 0.0002

Dermatology Vignette Single-turn
conversation

0.0001 0.0002

Dermatology Vignette Summarized
conversation

0.0001 0.0002

Dermatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Dermatology Multi-turn
conversation

Summarized
conversation

0.0013 0.0023

Dermatology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Endocrinology Vignette Multi-turn
conversation

0.0001 0.0002

Endocrinology Vignette Single-turn
conversation

0.0001 0.0002

Endocrinology Vignette Summarized
conversation

0.0001 0.0002

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Endocrinology Multi-turn
conversation

Summarized
conversation

0.1678 0.2129

Endocrinology Single-turn
conversation

Summarized
conversation

0.0003 0.0006

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0002

Gastroenterology Vignette Single-turn
conversation

0.0001 0.0002



Gastroenterology Vignette Summarized
conversation

0.0001 0.0002

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.0002 0.0004

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.2019 0.2517

Gastroenterology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Summarized
conversation

0.0001 0.0002

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.2584 0.314

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Single-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Summarized
conversation

0.0001 0.0002

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.0014 0.0025

Infectious Disease Multi-turn
conversation

Summarized
conversation

0.0042 0.0067

Infectious Disease Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Neurology Vignette Multi-turn
conversation

0.0001 0.0002

Neurology Vignette Single-turn
conversation

0.0001 0.0002

Neurology Vignette Summarized
conversation

0.0001 0.0002

Neurology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Neurology Multi-turn
conversation

Summarized
conversation

0.0553 0.0788

Neurology Single-turn Summarized 0.0001 0.0002



conversation conversation

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.0001 0.0002

Obstetrics and Gynecology Vignette Single-turn
conversation

0.0001 0.0002

Obstetrics and Gynecology Vignette Summarized
conversation

0.0001 0.0002

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.7675 0.7923

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Other Vignette Multi-turn
conversation

0.0001 0.0002

Other Vignette Single-turn
conversation

0.0001 0.0002

Other Vignette Summarized
conversation

0.0001 0.0002

Other Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Other Multi-turn
conversation

Summarized
conversation

0.5739 0.6167

Other Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Single-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Summarized
conversation

0.0001 0.0002

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.0402 0.0585

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Rheumatology Vignette Multi-turn
conversation

0.0001 0.0002

Rheumatology Vignette Single-turn
conversation

0.0001 0.0002

Rheumatology Vignette Summarized
conversation

0.0001 0.0002



Rheumatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Rheumatology Multi-turn
conversation

Summarized
conversation

0.0472 0.068

Rheumatology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Urology and Nephrology Vignette Multi-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Single-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Summarized
conversation

0.0001 0.0002

Urology and Nephrology Multi-turn
conversation

Single-turn
conversation

0.0007 0.0013

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.0226 0.0334

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

GPT-3.5 Cardiology Vignette Multi-turn
conversation

0.0001 0.0002

Cardiology Vignette Single-turn
conversation

0.0001 0.0002

Cardiology Vignette Summarized
conversation

0.0001 0.0002

Cardiology Multi-turn
conversation

Single-turn
conversation

0.0211 0.0313

Cardiology Multi-turn
conversation

Summarized
conversation

0.5866 0.628

Cardiology Single-turn
conversation

Summarized
conversation

0.0838 0.1155

Dermatology Vignette Multi-turn
conversation

0.0001 0.0002

Dermatology Vignette Single-turn
conversation

0.0001 0.0002

Dermatology Vignette Summarized
conversation

0.0001 0.0002

Dermatology Multi-turn
conversation

Single-turn
conversation

0.0001 0.0002

Dermatology Multi-turn
conversation

Summarized
conversation

0.0038 0.0061

Dermatology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Endocrinology Vignette Multi-turn 0.0003 0.0006



conversation

Endocrinology Vignette Single-turn
conversation

0.0001 0.0002

Endocrinology Vignette Summarized
conversation

0.0001 0.0002

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.2519 0.3087

Endocrinology Multi-turn
conversation

Summarized
conversation

0.5935 0.6331

Endocrinology Single-turn
conversation

Summarized
conversation

0.689 0.7216

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0002

Gastroenterology Vignette Single-turn
conversation

0.0001 0.0002

Gastroenterology Vignette Summarized
conversation

0.0001 0.0002

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.5041 0.5532

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.0024 0.0041

Gastroenterology Single-turn
conversation

Summarized
conversation

0.0034 0.0056

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Summarized
conversation

0.0001 0.0002

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.003 0.005

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.056 0.0794

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.0003 0.0006

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Single-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Summarized
conversation

0.0001 0.0002

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.0245 0.036



Infectious Disease Multi-turn
conversation

Summarized
conversation

0.3615 0.4249

Infectious Disease Single-turn
conversation

Summarized
conversation

0.0043 0.0068

Neurology Vignette Multi-turn
conversation

0.0001 0.0002

Neurology Vignette Single-turn
conversation

0.0001 0.0002

Neurology Vignette Summarized
conversation

0.0001 0.0002

Neurology Multi-turn
conversation

Single-turn
conversation

0.002 0.0035

Neurology Multi-turn
conversation

Summarized
conversation

0.0857 0.1175

Neurology Single-turn
conversation

Summarized
conversation

0.1727 0.2181

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.0004 0.0008

Obstetrics and Gynecology Vignette Single-turn
conversation

0.0001 0.0002

Obstetrics and Gynecology Vignette Summarized
conversation

0.0001 0.0002

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.0002 0.0004

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.7258 0.7546

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.0035 0.0057

Other Vignette Multi-turn
conversation

0.0001 0.0002

Other Vignette Single-turn
conversation

0.0001 0.0002

Other Vignette Summarized
conversation

0.0001 0.0002

Other Multi-turn
conversation

Single-turn
conversation

0.0023 0.0039

Other Multi-turn
conversation

Summarized
conversation

0.0063 0.0097

Other Single-turn
conversation

Summarized
conversation

0.9552 0.9653

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Single-turn 0.0001 0.0002



conversation

Pediatrics and Neonatology Vignette Summarized
conversation

0.0001 0.0002

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.0013 0.0023

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.1245 0.1668

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.2319 0.2866

Rheumatology Vignette Multi-turn
conversation

0.0001 0.0002

Rheumatology Vignette Single-turn
conversation

0.0001 0.0002

Rheumatology Vignette Summarized
conversation

0.0001 0.0002

Rheumatology Multi-turn
conversation

Single-turn
conversation

0.0063 0.0097

Rheumatology Multi-turn
conversation

Summarized
conversation

0.0031 0.0051

Rheumatology Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Urology and Nephrology Vignette Multi-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Single-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Summarized
conversation

0.0001 0.0002

Urology and Nephrology Multi-turn
conversation

Single-turn
conversation

0.1299 0.1708

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.5503 0.5958

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.0462 0.0669

Mistral-v2
-7b

Cardiology Vignette Multi-turn
conversation

0.0001 0.0002

Cardiology Vignette Single-turn
conversation

0.0001 0.0002

Cardiology Vignette Summarized
conversation

0.0001 0.0002

Cardiology Multi-turn
conversation

Single-turn
conversation

0.4526 0.5013

Cardiology Multi-turn
conversation

Summarized
conversation

0.2343 0.2884



Cardiology Single-turn
conversation

Summarized
conversation

0.7807 0.803

Dermatology Vignette Multi-turn
conversation

0.0001 0.0002

Dermatology Vignette Single-turn
conversation

0.0001 0.0002

Dermatology Vignette Summarized
conversation

0.0001 0.0002

Dermatology Multi-turn
conversation

Single-turn
conversation

0.1451 0.1891

Dermatology Multi-turn
conversation

Summarized
conversation

0.2174 0.2699

Dermatology Single-turn
conversation

Summarized
conversation

0.7464 0.7732

Endocrinology Vignette Multi-turn
conversation

0.0006 0.0011

Endocrinology Vignette Single-turn
conversation

0.0006 0.0011

Endocrinology Vignette Summarized
conversation

0.0003 0.0006

Endocrinology Multi-turn
conversation

Single-turn
conversation

1.0 1.0

Endocrinology Multi-turn
conversation

Summarized
conversation

0.1031 0.1401

Endocrinology Single-turn
conversation

Summarized
conversation

0.3447 0.4085

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0002

Gastroenterology Vignette Single-turn
conversation

0.0001 0.0002

Gastroenterology Vignette Summarized
conversation

0.0001 0.0002

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.4457 0.4975

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.1289 0.1708

Gastroenterology Single-turn
conversation

Summarized
conversation

0.4384 0.4932

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Summarized 0.0001 0.0002



conversation

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.6697 0.7039

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.8405 0.8614

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.613 0.6491

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Single-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Summarized
conversation

0.0001 0.0002

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.1297 0.1708

Infectious Disease Multi-turn
conversation

Summarized
conversation

0.4056 0.4669

Infectious Disease Single-turn
conversation

Summarized
conversation

0.3286 0.3911

Neurology Vignette Multi-turn
conversation

0.0001 0.0002

Neurology Vignette Single-turn
conversation

0.0001 0.0002

Neurology Vignette Summarized
conversation

0.0001 0.0002

Neurology Multi-turn
conversation

Single-turn
conversation

0.0041 0.0066

Neurology Multi-turn
conversation

Summarized
conversation

0.9391 0.9523

Neurology Single-turn
conversation

Summarized
conversation

0.0745 0.1042

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.0001 0.0002

Obstetrics and Gynecology Vignette Single-turn
conversation

0.0001 0.0002

Obstetrics and Gynecology Vignette Summarized
conversation

0.0002 0.0004

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.4919 0.5428

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.1661 0.2118

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.1326 0.1736



Other Vignette Multi-turn
conversation

0.0001 0.0002

Other Vignette Single-turn
conversation

0.0001 0.0002

Other Vignette Summarized
conversation

0.0001 0.0002

Other Multi-turn
conversation

Single-turn
conversation

0.1878 0.2352

Other Multi-turn
conversation

Summarized
conversation

0.0089 0.0136

Other Single-turn
conversation

Summarized
conversation

0.1592 0.2062

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Single-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Summarized
conversation

0.0001 0.0002

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.0802 0.1116

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.0057 0.0089

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.1087 0.147

Rheumatology Vignette Multi-turn
conversation

0.0001 0.0002

Rheumatology Vignette Single-turn
conversation

0.0001 0.0002

Rheumatology Vignette Summarized
conversation

0.0001 0.0002

Rheumatology Multi-turn
conversation

Single-turn
conversation

0.5254 0.5732

Rheumatology Multi-turn
conversation

Summarized
conversation

0.4354 0.4917

Rheumatology Single-turn
conversation

Summarized
conversation

0.1656 0.2118

Urology and Nephrology Vignette Multi-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Single-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Summarized
conversation

0.0001 0.0002

Urology and Nephrology Multi-turn Single-turn 0.4232 0.4829



conversation conversation

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.9699 0.9767

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.6103 0.6486

LLaMA-2-
7b

Cardiology Vignette Multi-turn
conversation

0.0009 0.0017

Cardiology Vignette Single-turn
conversation

0.0057 0.0089

Cardiology Vignette Summarized
conversation

0.0065 0.01

Cardiology Multi-turn
conversation

Single-turn
conversation

0.3935 0.4551

Cardiology Multi-turn
conversation

Summarized
conversation

0.4069 0.4669

Cardiology Single-turn
conversation

Summarized
conversation

0.8954 0.9145

Dermatology Vignette Multi-turn
conversation

0.0001 0.0002

Dermatology Vignette Single-turn
conversation

0.0001 0.0002

Dermatology Vignette Summarized
conversation

0.0001 0.0002

Dermatology Multi-turn
conversation

Single-turn
conversation

0.3827 0.4462

Dermatology Multi-turn
conversation

Summarized
conversation

0.0672 0.0944

Dermatology Single-turn
conversation

Summarized
conversation

0.0193 0.0288

Endocrinology Vignette Multi-turn
conversation

0.0125 0.0188

Endocrinology Vignette Single-turn
conversation

0.0025 0.0042

Endocrinology Vignette Summarized
conversation

0.0052 0.0082

Endocrinology Multi-turn
conversation

Single-turn
conversation

0.082 0.1135

Endocrinology Multi-turn
conversation

Summarized
conversation

0.7129 0.7439

Endocrinology Single-turn
conversation

Summarized
conversation

0.0988 0.1349

Gastroenterology Vignette Multi-turn
conversation

0.0001 0.0002



Gastroenterology Vignette Single-turn
conversation

0.0001 0.0002

Gastroenterology Vignette Summarized
conversation

0.0001 0.0002

Gastroenterology Multi-turn
conversation

Single-turn
conversation

0.9041 0.9201

Gastroenterology Multi-turn
conversation

Summarized
conversation

0.3672 0.4299

Gastroenterology Single-turn
conversation

Summarized
conversation

0.4409 0.4941

Hematology and Oncology Vignette Multi-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Single-turn
conversation

0.0001 0.0002

Hematology and Oncology Vignette Summarized
conversation

0.0001 0.0002

Hematology and Oncology Multi-turn
conversation

Single-turn
conversation

0.4521 0.5013

Hematology and Oncology Multi-turn
conversation

Summarized
conversation

0.0024 0.0041

Hematology and Oncology Single-turn
conversation

Summarized
conversation

0.0012 0.0022

Infectious Disease Vignette Multi-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Single-turn
conversation

0.0001 0.0002

Infectious Disease Vignette Summarized
conversation

0.0003 0.0006

Infectious Disease Multi-turn
conversation

Single-turn
conversation

0.4242 0.4829

Infectious Disease Multi-turn
conversation

Summarized
conversation

0.0004 0.0008

Infectious Disease Single-turn
conversation

Summarized
conversation

0.0026 0.0044

Neurology Vignette Multi-turn
conversation

0.0001 0.0002

Neurology Vignette Single-turn
conversation

0.0001 0.0002

Neurology Vignette Summarized
conversation

0.0001 0.0002

Neurology Multi-turn
conversation

Single-turn
conversation

0.1278 0.1704

Neurology Multi-turn Summarized 0.3604 0.4249



conversation conversation

Neurology Single-turn
conversation

Summarized
conversation

0.0495 0.0709

Obstetrics and Gynecology Vignette Multi-turn
conversation

0.3211 0.3837

Obstetrics and Gynecology Vignette Single-turn
conversation

0.1807 0.2273

Obstetrics and Gynecology Vignette Summarized
conversation

0.1662 0.2118

Obstetrics and Gynecology Multi-turn
conversation

Single-turn
conversation

0.2929 0.353

Obstetrics and Gynecology Multi-turn
conversation

Summarized
conversation

0.6524 0.6882

Obstetrics and Gynecology Single-turn
conversation

Summarized
conversation

0.5052 0.5532

Other Vignette Multi-turn
conversation

0.0037 0.006

Other Vignette Single-turn
conversation

0.0325 0.0475

Other Vignette Summarized
conversation

0.0012 0.0022

Other Multi-turn
conversation

Single-turn
conversation

0.5344 0.5808

Other Multi-turn
conversation

Summarized
conversation

0.5592 0.6032

Other Single-turn
conversation

Summarized
conversation

0.2583 0.314

Pediatrics and Neonatology Vignette Multi-turn
conversation

0.0007 0.0013

Pediatrics and Neonatology Vignette Single-turn
conversation

0.0001 0.0002

Pediatrics and Neonatology Vignette Summarized
conversation

0.0002 0.0004

Pediatrics and Neonatology Multi-turn
conversation

Single-turn
conversation

0.1597 0.2062

Pediatrics and Neonatology Multi-turn
conversation

Summarized
conversation

0.985 0.9884

Pediatrics and Neonatology Single-turn
conversation

Summarized
conversation

0.2708 0.3277

Rheumatology Vignette Multi-turn
conversation

0.0001 0.0002

Rheumatology Vignette Single-turn
conversation

0.0013 0.0023



Rheumatology Vignette Summarized
conversation

0.0093 0.0141

Rheumatology Multi-turn
conversation

Single-turn
conversation

0.3063 0.3676

Rheumatology Multi-turn
conversation

Summarized
conversation

0.0022 0.0038

Rheumatology Single-turn
conversation

Summarized
conversation

0.1176 0.1583

Urology and Nephrology Vignette Multi-turn
conversation

0.0001 0.0002

Urology and Nephrology Vignette Single-turn
conversation

0.0022 0.0038

Urology and Nephrology Vignette Summarized
conversation

0.002 0.0035

Urology and Nephrology Multi-turn
conversation

Single-turn
conversation

0.0573 0.0809

Urology and Nephrology Multi-turn
conversation

Summarized
conversation

0.0109 0.0164

Urology and Nephrology Single-turn
conversation

Summarized
conversation

0.3912 0.4543

Supplementary Table 9: Medical specialty wise adjusted p-values for FRQ setting for pairs of evaluated
experimental setups (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All
p-values were calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction
(see Methods).



Model Experiment Dataset Mean Accuracy 95% C.I.

GPT-4 Vignette MedQA-USMLE 0.791 (0.721, 0.862)

Vignette Derm-Private 0.852 (0.782, 0.922)

Vignette Derm-Public 0.888 (0.826, 0.95)

Multi-turn conversation MedQA-USMLE 0.631 (0.557, 0.705)

Multi-turn conversation Derm-Private 0.796 (0.727, 0.865)

Multi-turn conversation Derm-Public 0.788 (0.719, 0.857)

Single-turn conversation MedQA-USMLE 0.566 (0.487, 0.645)

Single-turn conversation Derm-Private 0.678 (0.596, 0.76)

Single-turn conversation Derm-Public 0.712 (0.631, 0.793)

Summarized conversation MedQA-USMLE 0.679 (0.609, 0.749)

Summarized conversation Derm-Private 0.787 (0.717, 0.857)

Summarized conversation Derm-Public 0.814 (0.751, 0.877)

GPT-3.5 Vignette MedQA-USMLE 0.603 (0.522, 0.685)

Vignette Derm-Private 0.75 (0.669, 0.831)

Vignette Derm-Public 0.786 (0.709, 0.863)

Multi-turn conversation MedQA-USMLE 0.46 (0.383, 0.536)

Multi-turn conversation Derm-Private 0.588 (0.505, 0.671)

Multi-turn conversation Derm-Public 0.614 (0.532, 0.696)

Single-turn conversation MedQA-USMLE 0.451 (0.371, 0.531)

Single-turn conversation Derm-Private 0.494 (0.407, 0.581)

Single-turn conversation Derm-Public 0.586 (0.501, 0.671)

Summarized conversation MedQA-USMLE 0.458 (0.381, 0.536)

Summarized conversation Derm-Private 0.602 (0.521, 0.683)

Summarized conversation Derm-Public 0.65 (0.574, 0.725)

Mistral-v2
-7b

Vignette MedQA-USMLE 0.607 (0.517, 0.697)

Vignette Derm-Private 0.77 (0.686, 0.854)

Vignette Derm-Public 0.72 (0.63, 0.81)

Multi-turn conversation MedQA-USMLE 0.453 (0.379, 0.527)

Multi-turn conversation Derm-Private 0.522 (0.441, 0.603)

Multi-turn conversation Derm-Public 0.568 (0.487, 0.649)

Single-turn conversation MedQA-USMLE 0.515 (0.433, 0.596)

Single-turn conversation Derm-Private 0.508 (0.416, 0.6)

Single-turn conversation Derm-Public 0.574 (0.489, 0.659)



Summarized conversation MedQA-USMLE 0.562 (0.493, 0.631)

Summarized conversation Derm-Private 0.548 (0.47, 0.626)

Summarized conversation Derm-Public 0.618 (0.542, 0.694)

LLaMA-2-
7b

Vignette MedQA-USMLE 0.385 (0.304, 0.465)

Vignette Derm-Private 0.44 (0.349, 0.531)

Vignette Derm-Public 0.414 (0.323, 0.505)

Multi-turn conversation MedQA-USMLE 0.383 (0.316, 0.45)

Multi-turn conversation Derm-Private 0.27 (0.197, 0.343)

Multi-turn conversation Derm-Public 0.38 (0.301, 0.459)

Single-turn conversation MedQA-USMLE 0.371 (0.291, 0.451)

Single-turn conversation Derm-Private 0.244 (0.165, 0.323)

Single-turn conversation Derm-Public 0.354 (0.268, 0.44)

Summarized conversation MedQA-USMLE 0.405 (0.33, 0.48)

Summarized conversation Derm-Private 0.31 (0.236, 0.384)

Summarized conversation Derm-Public 0.4 (0.319, 0.481)

Supplementary Table 10: Mean accuracy and 95% confidence intervals for Dermatology, calculated by
dataset source for 4-choice MCQ setting, reported for all evaluated experimental setups (vignette,
multi-turn conversation, single-turn conversation and summarized conversation) and models (GPT-4,
GPT-3.5, Mistral-v2-7b, LLaMA-2-7b).



Model Dataset Experiment 1 Experiment 2 p-value Adjusted
p-value

GPT-4 MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0003 0.001

Multi-turn conversation Single-turn conversation 0.0234 0.0443

Multi-turn conversation Summarized conversation 0.0181 0.0372

Single-turn conversation Summarized conversation 0.0003 0.001

Derm-Public Vignette Multi-turn conversation 0.0025 0.0062

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0132 0.028

Multi-turn conversation Single-turn conversation 0.0219 0.0426

Multi-turn conversation Summarized conversation 0.1866 0.2742

Single-turn conversation Summarized conversation 0.0015 0.004

Derm-Private Vignette Multi-turn conversation 0.0065 0.0142

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0033 0.0079

Multi-turn conversation Single-turn conversation 0.0002 0.0007

Multi-turn conversation Summarized conversation 0.5506 0.6293

Single-turn conversation Summarized conversation 0.0011 0.0032

GPT-3.5 MedQA-USMLE Vignette Multi-turn conversation 0.0013 0.0036

Vignette Single-turn conversation 0.0004 0.0013

Vignette Summarized conversation 0.0002 0.0007

Multi-turn conversation Single-turn conversation 0.7558 0.8003

Multi-turn conversation Summarized conversation 0.9599 0.9599

Single-turn conversation Summarized conversation 0.8409 0.8649

Derm-Public Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0002 0.0007

Multi-turn conversation Single-turn conversation 0.3121 0.4086

Multi-turn conversation Summarized conversation 0.1919 0.2763

Single-turn conversation Summarized conversation 0.067 0.1149

Derm-Private Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0001 0.0004



Multi-turn conversation Single-turn conversation 0.0047 0.0106

Multi-turn conversation Summarized conversation 0.5018 0.5923

Single-turn conversation Summarized conversation 0.0023 0.0059

Mistral-v2
-7b

MedQA-USMLE Vignette Multi-turn conversation 0.001 0.003

Vignette Single-turn conversation 0.0736 0.1232

Vignette Summarized conversation 0.307 0.4086

Multi-turn conversation Single-turn conversation 0.0584 0.1051

Multi-turn conversation Summarized conversation 0.0001 0.0004

Single-turn conversation Summarized conversation 0.1977 0.2791

Derm-Public Vignette Multi-turn conversation 0.0002 0.0007

Vignette Single-turn conversation 0.004 0.0093

Vignette Summarized conversation 0.0189 0.0378

Multi-turn conversation Single-turn conversation 0.8129 0.8482

Multi-turn conversation Summarized conversation 0.0602 0.1057

Single-turn conversation Summarized conversation 0.1336 0.2186

Derm-Private Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0001 0.0004

Multi-turn conversation Single-turn conversation 0.6331 0.7122

Multi-turn conversation Summarized conversation 0.3858 0.4873

Single-turn conversation Summarized conversation 0.1858 0.2742

LLaMA-2-
7b

MedQA-USMLE Vignette Multi-turn conversation 0.9505 0.9599

Vignette Single-turn conversation 0.7234 0.7774

Vignette Summarized conversation 0.4754 0.5705

Multi-turn conversation Single-turn conversation 0.6705 0.7427

Multi-turn conversation Summarized conversation 0.4286 0.523

Single-turn conversation Summarized conversation 0.2417 0.3347

Derm-Public Vignette Multi-turn conversation 0.4243 0.523

Vignette Single-turn conversation 0.1789 0.2741

Vignette Summarized conversation 0.6821 0.7441

Multi-turn conversation Single-turn conversation 0.3237 0.4162

Multi-turn conversation Summarized conversation 0.5145 0.5975

Single-turn conversation Summarized conversation 0.155 0.248

Derm-Private Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004



Vignette Summarized conversation 0.0001 0.0004

Multi-turn conversation Single-turn conversation 0.2841 0.3859

Multi-turn conversation Summarized conversation 0.1611 0.2522

Single-turn conversation Summarized conversation 0.0381 0.0703

Supplementary Table 11: Adjusted p-values for Dermatology, calculated by dataset source for the
4-choice MCQ setting, reported for pairs of evaluated experimental setups (vignette, multi-turn
conversation, single-turn conversation and summarized conversation) corresponding to each of the
models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All p-values were calculated using a two-sided
bootstrapping test, followed by Holm-Bonferroni correction (see Methods).



Model Experiment Dataset Mean Accuracy 95% C.I.

GPT-4 Vignette MedQA-USMLE 0.552 (0.467, 0.637)

Vignette Derm-Private 0.818 (0.751, 0.885)

Vignette Derm-Public 0.582 (0.495, 0.669)

Multi-turn conversation MedQA-USMLE 0.345 (0.274, 0.416)

Multi-turn conversation Derm-Private 0.572 (0.493, 0.651)

Multi-turn conversation Derm-Public 0.288 (0.215, 0.361)

Single-turn conversation MedQA-USMLE 0.244 (0.174, 0.314)

Single-turn conversation Derm-Private 0.256 (0.18, 0.332)

Single-turn conversation Derm-Public 0.168 (0.105, 0.231)

Summarized conversation MedQA-USMLE 0.397 (0.321, 0.472)

Summarized conversation Derm-Private 0.586 (0.507, 0.664)

Summarized conversation Derm-Public 0.334 (0.258, 0.41)

GPT-3.5 Vignette MedQA-USMLE 0.496 (0.41, 0.582)

Vignette Derm-Private 0.608 (0.524, 0.692)

Vignette Derm-Public 0.41 (0.324, 0.496)

Multi-turn conversation MedQA-USMLE 0.238 (0.17, 0.306)

Multi-turn conversation Derm-Private 0.34 (0.263, 0.417)

Multi-turn conversation Derm-Public 0.146 (0.091, 0.201)

Single-turn conversation MedQA-USMLE 0.173 (0.116, 0.23)

Single-turn conversation Derm-Private 0.236 (0.159, 0.313)

Single-turn conversation Derm-Public 0.098 (0.05, 0.146)

Summarized conversation MedQA-USMLE 0.244 (0.178, 0.31)

Summarized conversation Derm-Private 0.401 (0.32, 0.483)

Summarized conversation Derm-Public 0.183 (0.127, 0.24)

Mistral-v2
-7b

Vignette MedQA-USMLE 0.253 (0.176, 0.33)

Vignette Derm-Private 0.296 (0.207, 0.385)

Vignette Derm-Public 0.096 (0.039, 0.153)

Multi-turn conversation MedQA-USMLE 0.097 (0.054, 0.141)

Multi-turn conversation Derm-Private 0.14 (0.084, 0.196)

Multi-turn conversation Derm-Public 0.06 (0.028, 0.092)

Single-turn conversation MedQA-USMLE 0.101 (0.052, 0.15)

Single-turn conversation Derm-Private 0.098 (0.046, 0.15)

Single-turn conversation Derm-Public 0.058 (0.02, 0.096)



Summarized conversation MedQA-USMLE 0.089 (0.05, 0.127)

Summarized conversation Derm-Private 0.13 (0.077, 0.183)

Summarized conversation Derm-Public 0.05 (0.019, 0.081)

LLaMA-2-
7b

Vignette MedQA-USMLE 0.244 (0.173, 0.316)

Vignette Derm-Private 0.212 (0.136, 0.288)

Vignette Derm-Public 0.056 (0.017, 0.095)

Multi-turn conversation MedQA-USMLE 0.111 (0.069, 0.154)

Multi-turn conversation Derm-Private 0.108 (0.06, 0.156)

Multi-turn conversation Derm-Public 0.028 (0.006, 0.05)

Single-turn conversation MedQA-USMLE 0.104 (0.056, 0.153)

Single-turn conversation Derm-Private 0.078 (0.028, 0.128)

Single-turn conversation Derm-Public 0.036 (0.005, 0.067)

Summarized conversation MedQA-USMLE 0.14 (0.09, 0.19)

Summarized conversation Derm-Private 0.11 (0.061, 0.159)

Summarized conversation Derm-Public 0.048 (0.014, 0.082)

Supplementary Table 12: Mean accuracy and 95% confidence intervals for Dermatology, calculated by
dataset source for FRQ setting, reported for all evaluated experimental setups (vignette, multi-turn
conversation, single-turn conversation and summarized conversation) and models (GPT-4, GPT-3.5,
Mistral-v2-7b, LLaMA-2-7b).



Model Dataset Experiment 1 Experiment 2 p-value Adjusted
p-value

GPT-4 MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.0002 0.0004

Multi-turn conversation Summarized conversation 0.0122 0.0201

Single-turn conversation Summarized conversation 0.0001 0.0002

Derm-Public Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.0001 0.0002

Multi-turn conversation Summarized conversation 0.0382 0.0598

Single-turn conversation Summarized conversation 0.0001 0.0002

Derm-Private Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.0001 0.0002

Multi-turn conversation Summarized conversation 0.4567 0.5391

Single-turn conversation Summarized conversation 0.0001 0.0002

GPT-3.5 MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.0018 0.0032

Multi-turn conversation Summarized conversation 0.7346 0.7665

Single-turn conversation Summarized conversation 0.004 0.007

Derm-Public Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.0143 0.0229

Multi-turn conversation Summarized conversation 0.0615 0.0942

Single-turn conversation Summarized conversation 0.0005 0.001

Derm-Private Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002



Multi-turn conversation Single-turn conversation 0.0013 0.0025

Multi-turn conversation Summarized conversation 0.0042 0.0072

Single-turn conversation Summarized conversation 0.0001 0.0002

Mistral-v2
-7b

MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.8394 0.8634

Multi-turn conversation Summarized conversation 0.4993 0.5706

Single-turn conversation Summarized conversation 0.4866 0.5651

Derm-Public Vignette Multi-turn conversation 0.2204 0.2811

Vignette Single-turn conversation 0.2225 0.2811

Vignette Summarized conversation 0.1207 0.1704

Multi-turn conversation Single-turn conversation 0.869 0.8812

Multi-turn conversation Summarized conversation 0.3195 0.3899

Single-turn conversation Summarized conversation 0.6318 0.6789

Derm-Private Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0001 0.0002

Multi-turn conversation Single-turn conversation 0.0123 0.0201

Multi-turn conversation Summarized conversation 0.5561 0.6256

Single-turn conversation Summarized conversation 0.1073 0.1577

LLaMA-2-
7b

MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn conversation 0.0001 0.0002

Vignette Summarized conversation 0.0003 0.0006

Multi-turn conversation Single-turn conversation 0.7042 0.7456

Multi-turn conversation Summarized conversation 0.0998 0.1497

Single-turn conversation Summarized conversation 0.1191 0.1704

Derm-Public Vignette Multi-turn conversation 0.1541 0.2061

Vignette Single-turn conversation 0.2914 0.3617

Vignette Summarized conversation 0.6131 0.6688

Multi-turn conversation Single-turn conversation 0.5778 0.64

Multi-turn conversation Summarized conversation 0.1383 0.1915

Single-turn conversation Summarized conversation 0.4087 0.4904

Derm-Private Vignette Multi-turn conversation 0.0014 0.0026

Vignette Single-turn conversation 0.0002 0.0004



Vignette Summarized conversation 0.0014 0.0026

Multi-turn conversation Single-turn conversation 0.1825 0.2389

Multi-turn conversation Summarized conversation 0.9422 0.9422

Single-turn conversation Summarized conversation 0.1546 0.2061

Supplementary Table 13: Adjusted p-values for Dermatology, calculated by dataset source for the FRQ
setting, reported for pairs of evaluated experimental setups (vignette, multi-turn conversation, single-turn
conversation and summarized conversation) corresponding to each of the models (GPT-4, GPT-3.5,
Mistral-v2-7b, LLaMA-2-7b). All p-values were calculated using a two-sided bootstrapping test, followed
by Holm-Bonferroni correction (see Methods).



Model Experiment Dataset Mean Accuracy 95% C.I.

GPT-4 Vignette MedQA-USMLE 0.867 (0.796, 0.937)

Vignette Derm-Private 0.861 (0.792, 0.929)

Vignette Derm-Public 0.919 (0.859, 0.979)

Multi-turn conversation MedQA-USMLE 0.71 (0.628, 0.791)

Multi-turn conversation Derm-Private 0.8 (0.73, 0.87)

Multi-turn conversation Derm-Public 0.797 (0.72, 0.875)

Single-turn conversation MedQA-USMLE 0.629 (0.54, 0.717)

Single-turn conversation Derm-Private 0.675 (0.592, 0.758)

Single-turn conversation Derm-Public 0.732 (0.642, 0.821)

Summarized conversation MedQA-USMLE 0.755 (0.68, 0.83)

Summarized conversation Derm-Private 0.791 (0.721, 0.861)

Summarized conversation Derm-Public 0.82 (0.749, 0.891)

GPT-3.5 Vignette MedQA-USMLE 0.712 (0.624, 0.799)

Vignette Derm-Private 0.758 (0.677, 0.838)

Vignette Derm-Public 0.83 (0.751, 0.91)

Multi-turn conversation MedQA-USMLE 0.493 (0.402, 0.584)

Multi-turn conversation Derm-Private 0.594 (0.51, 0.677)

Multi-turn conversation Derm-Public 0.618 (0.527, 0.708)

Single-turn conversation MedQA-USMLE 0.517 (0.42, 0.613)

Single-turn conversation Derm-Private 0.499 (0.411, 0.587)

Single-turn conversation Derm-Public 0.587 (0.49, 0.685)

Summarized conversation MedQA-USMLE 0.519 (0.425, 0.613)

Summarized conversation Derm-Private 0.608 (0.528, 0.689)

Summarized conversation Derm-Public 0.653 (0.566, 0.739)

Mistral-v2
-7b

Vignette MedQA-USMLE 0.655 (0.551, 0.759)

Vignette Derm-Private 0.768 (0.683, 0.852)

Vignette Derm-Public 0.785 (0.692, 0.877)

Multi-turn conversation MedQA-USMLE 0.486 (0.397, 0.575)

Multi-turn conversation Derm-Private 0.517 (0.436, 0.598)

Multi-turn conversation Derm-Public 0.605 (0.517, 0.693)

Single-turn conversation MedQA-USMLE 0.536 (0.44, 0.631)

Single-turn conversation Derm-Private 0.511 (0.419, 0.603)

Single-turn conversation Derm-Public 0.61 (0.515, 0.705)



Summarized conversation MedQA-USMLE 0.555 (0.472, 0.637)

Summarized conversation Derm-Private 0.543 (0.465, 0.622)

Summarized conversation Derm-Public 0.646 (0.56, 0.731)

LLaMA-2-
7b

Vignette MedQA-USMLE 0.388 (0.291, 0.485)

Vignette Derm-Private 0.434 (0.343, 0.526)

Vignette Derm-Public 0.433 (0.33, 0.536)

Multi-turn conversation MedQA-USMLE 0.379 (0.297, 0.46)

Multi-turn conversation Derm-Private 0.269 (0.195, 0.342)

Multi-turn conversation Derm-Public 0.385 (0.294, 0.475)

Single-turn conversation MedQA-USMLE 0.374 (0.276, 0.471)

Single-turn conversation Derm-Private 0.236 (0.158, 0.315)

Single-turn conversation Derm-Public 0.372 (0.272, 0.473)

Summarized conversation MedQA-USMLE 0.414 (0.324, 0.505)

Summarized conversation Derm-Private 0.305 (0.231, 0.379)

Summarized conversation Derm-Public 0.397 (0.307, 0.488)

Supplementary Table 14: Mean accuracy and 95% confidence intervals for Dermatology (single most
likely diagnosis case vignettes), calculated by dataset source for 4-choice MCQ setting, reported for all
evaluated experimental setups (vignette, multi-turn conversation, single-turn conversation and
summarized conversation) and models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b).



Model Dataset Experiment 1 Experiment 2 p-value Adjusted
p-value

GPT-4 MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0003 0.001

Multi-turn conversation Single-turn conversation 0.0234 0.0443

Multi-turn conversation Summarized conversation 0.0181 0.0372

Single-turn conversation Summarized conversation 0.0003 0.001

Derm-Public Vignette Multi-turn conversation 0.0025 0.0062

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0132 0.028

Multi-turn conversation Single-turn conversation 0.0219 0.0426

Multi-turn conversation Summarized conversation 0.1866 0.2742

Single-turn conversation Summarized conversation 0.0015 0.004

Derm-Private Vignette Multi-turn conversation 0.0065 0.0142

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0033 0.0079

Multi-turn conversation Single-turn conversation 0.0002 0.0007

Multi-turn conversation Summarized conversation 0.5506 0.6293

Single-turn conversation Summarized conversation 0.0011 0.0032

GPT-3.5 MedQA-USMLE Vignette Multi-turn conversation 0.0013 0.0036

Vignette Single-turn conversation 0.0004 0.0013

Vignette Summarized conversation 0.0002 0.0007

Multi-turn conversation Single-turn conversation 0.7558 0.8003

Multi-turn conversation Summarized conversation 0.9599 0.9599

Single-turn conversation Summarized conversation 0.8409 0.8649

Derm-Public Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0002 0.0007

Multi-turn conversation Single-turn conversation 0.3121 0.4086

Multi-turn conversation Summarized conversation 0.1919 0.2763

Single-turn conversation Summarized conversation 0.067 0.1149

Derm-Private Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0001 0.0004



Multi-turn conversation Single-turn conversation 0.0047 0.0106

Multi-turn conversation Summarized conversation 0.5018 0.5923

Single-turn conversation Summarized conversation 0.0023 0.0059

Mistral-v2
-7b

MedQA-USMLE Vignette Multi-turn conversation 0.001 0.003

Vignette Single-turn conversation 0.0736 0.1232

Vignette Summarized conversation 0.307 0.4086

Multi-turn conversation Single-turn conversation 0.0584 0.1051

Multi-turn conversation Summarized conversation 0.0001 0.0004

Single-turn conversation Summarized conversation 0.1977 0.2791

Derm-Public Vignette Multi-turn conversation 0.0002 0.0007

Vignette Single-turn conversation 0.004 0.0093

Vignette Summarized conversation 0.0189 0.0378

Multi-turn conversation Single-turn conversation 0.8129 0.8482

Multi-turn conversation Summarized conversation 0.0602 0.1057

Single-turn conversation Summarized conversation 0.1336 0.2186

Derm-Private Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004

Vignette Summarized conversation 0.0001 0.0004

Multi-turn conversation Single-turn conversation 0.6331 0.7122

Multi-turn conversation Summarized conversation 0.3858 0.4873

Single-turn conversation Summarized conversation 0.1858 0.2742

LLaMA-2-
7b

MedQA-USMLE Vignette Multi-turn conversation 0.9505 0.9599

Vignette Single-turn conversation 0.7234 0.7774

Vignette Summarized conversation 0.4754 0.5705

Multi-turn conversation Single-turn conversation 0.6705 0.7427

Multi-turn conversation Summarized conversation 0.4286 0.523

Single-turn conversation Summarized conversation 0.2417 0.3347

Derm-Public Vignette Multi-turn conversation 0.4243 0.523

Vignette Single-turn conversation 0.1789 0.2741

Vignette Summarized conversation 0.6821 0.7441

Multi-turn conversation Single-turn conversation 0.3237 0.4162

Multi-turn conversation Summarized conversation 0.5145 0.5975

Single-turn conversation Summarized conversation 0.155 0.248

Derm-Private Vignette Multi-turn conversation 0.0001 0.0004

Vignette Single-turn conversation 0.0001 0.0004



Vignette Summarized conversation 0.0001 0.0004

Multi-turn conversation Single-turn conversation 0.2841 0.3859

Multi-turn conversation Summarized conversation 0.1611 0.2522

Single-turn conversation Summarized conversation 0.0381 0.0703

Supplementary Table 15: Adjusted p-values for Dermatology (single most likely diagnosis case
vignettes), calculated by dataset source for the 4-choice MCQ setting, reported for pairs of evaluated
experimental setups (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All
p-values were calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction
(see Methods).



Model Experiment Dataset Mean Accuracy 95% C.I.

GPT-4 Vignette MedQA-USMLE 0.65 (0.555, 0.745)

Vignette Derm-Private 0.826 (0.761, 0.892)

Vignette Derm-Public 0.641 (0.546, 0.735)

Multi-turn conversation MedQA-USMLE 0.412 (0.327, 0.496)

Multi-turn conversation Derm-Private 0.578 (0.499, 0.657)

Multi-turn conversation Derm-Public 0.319 (0.233, 0.405)

Single-turn conversation MedQA-USMLE 0.29 (0.204, 0.377)

Single-turn conversation Derm-Private 0.259 (0.182, 0.335)

Single-turn conversation Derm-Public 0.195 (0.119, 0.271)

Summarized conversation MedQA-USMLE 0.45 (0.36, 0.54)

Summarized conversation Derm-Private 0.591 (0.513, 0.67)

Summarized conversation Derm-Public 0.375 (0.287, 0.462)

GPT-3.5 Vignette MedQA-USMLE 0.579 (0.478, 0.68)

Vignette Derm-Private 0.614 (0.53, 0.698)

Vignette Derm-Public 0.451 (0.349, 0.552)

Multi-turn conversation MedQA-USMLE 0.25 (0.168, 0.332)

Multi-turn conversation Derm-Private 0.343 (0.266, 0.421)

Multi-turn conversation Derm-Public 0.165 (0.099, 0.23)

Single-turn conversation MedQA-USMLE 0.193 (0.124, 0.262)

Single-turn conversation Derm-Private 0.238 (0.161, 0.316)

Single-turn conversation Derm-Public 0.124 (0.064, 0.184)

Summarized conversation MedQA-USMLE 0.259 (0.181, 0.336)

Summarized conversation Derm-Private 0.406 (0.324, 0.488)

Summarized conversation Derm-Public 0.197 (0.13, 0.263)

Mistral-v2
-7b

Vignette MedQA-USMLE 0.307 (0.211, 0.403)

Vignette Derm-Private 0.299 (0.209, 0.389)

Vignette Derm-Public 0.122 (0.051, 0.192)

Multi-turn conversation MedQA-USMLE 0.124 (0.067, 0.181)

Multi-turn conversation Derm-Private 0.141 (0.085, 0.198)

Multi-turn conversation Derm-Public 0.071 (0.032, 0.11)

Single-turn conversation MedQA-USMLE 0.126 (0.063, 0.19)

Single-turn conversation Derm-Private 0.099 (0.047, 0.151)

Single-turn conversation Derm-Public 0.068 (0.021, 0.115)



Summarized conversation MedQA-USMLE 0.107 (0.059, 0.155)

Summarized conversation Derm-Private 0.131 (0.078, 0.185)

Summarized conversation Derm-Public 0.063 (0.025, 0.102)

LLaMA-2-
7b

Vignette MedQA-USMLE 0.271 (0.186, 0.357)

Vignette Derm-Private 0.214 (0.138, 0.291)

Vignette Derm-Public 0.071 (0.022, 0.12)

Multi-turn conversation MedQA-USMLE 0.126 (0.072, 0.18)

Multi-turn conversation Derm-Private 0.109 (0.061, 0.157)

Multi-turn conversation Derm-Public 0.03 (0.004, 0.056)

Single-turn conversation MedQA-USMLE 0.129 (0.064, 0.193)

Single-turn conversation Derm-Private 0.079 (0.028, 0.129)

Single-turn conversation Derm-Public 0.043 (0.005, 0.081)

Summarized conversation MedQA-USMLE 0.162 (0.101, 0.223)

Summarized conversation Derm-Private 0.111 (0.061, 0.161)

Summarized conversation Derm-Public 0.051 (0.01, 0.091)

Supplementary Table 16: Mean accuracy and 95% confidence intervals for Dermatology (single most
likely diagnosis case vignettes), calculated by dataset source for FRQ setting, reported for all evaluated
experimental setups (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) and models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b).



Model Dataset Experiment 1 Experiment 2 p-value Adjusted
p-value

GPT-4 MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003

Multi-turn conversation Single-turn conversation 0.0004 0.0009

Multi-turn conversation Summarized conversation 0.1376 0.1981

Single-turn conversation Summarized conversation 0.0003 0.0007

Derm-Public Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003

Multi-turn conversation Single-turn conversation 0.0005 0.0011

Multi-turn conversation Summarized conversation 0.0405 0.0663

Single-turn conversation Summarized conversation 0.0002 0.0005

Derm-Private Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003

Multi-turn conversation Single-turn conversation 0.0001 0.0003

Multi-turn conversation Summarized conversation 0.4547 0.528

Single-turn conversation Summarized conversation 0.0001 0.0003

GPT-3.5 MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003

Multi-turn conversation Single-turn conversation 0.0222 0.0372

Multi-turn conversation Summarized conversation 0.7198 0.7735

Single-turn conversation Summarized conversation 0.0171 0.0293

Derm-Public Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003

Multi-turn conversation Single-turn conversation 0.048 0.0768

Multi-turn conversation Summarized conversation 0.1802 0.2317

Single-turn conversation Summarized conversation 0.0038 0.0068

Derm-Private Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003



Multi-turn conversation Single-turn conversation 0.0007 0.0014

Multi-turn conversation Summarized conversation 0.0038 0.0068

Single-turn conversation Summarized conversation 0.0001 0.0003

Mistral-v2
-7b

MedQA-USMLE Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0001 0.0003

Multi-turn conversation Single-turn conversation 0.9125 0.9254

Multi-turn conversation Summarized conversation 0.3342 0.401

Single-turn conversation Summarized conversation 0.4193 0.4949

Derm-Public Vignette Multi-turn conversation 0.1719 0.2292

Vignette Single-turn conversation 0.1785 0.2317

Vignette Summarized conversation 0.1227 0.1803

Multi-turn conversation Single-turn conversation 0.8608 0.8982

Multi-turn conversation Summarized conversation 0.5251 0.5907

Single-turn conversation Summarized conversation 0.8178 0.8659

Derm-Private Vignette Multi-turn conversation 0.0001 0.0003

Vignette Single-turn conversation 0.0001 0.0003

Vignette Summarized conversation 0.0002 0.0005

Multi-turn conversation Single-turn conversation 0.0117 0.0205

Multi-turn conversation Summarized conversation 0.5379 0.5958

Single-turn conversation Summarized conversation 0.1004 0.1506

LLaMA-2-
7b

MedQA-USMLE Vignette Multi-turn conversation 0.0003 0.0007

Vignette Single-turn conversation 0.0004 0.0009

Vignette Summarized conversation 0.0011 0.0021

Multi-turn conversation Single-turn conversation 0.9431 0.9431

Multi-turn conversation Summarized conversation 0.0912 0.1397

Single-turn conversation Summarized conversation 0.2334 0.2948

Derm-Public Vignette Multi-turn conversation 0.0866 0.1355

Vignette Single-turn conversation 0.272 0.3377

Vignette Summarized conversation 0.3328 0.401

Multi-turn conversation Single-turn conversation 0.4691 0.5361

Multi-turn conversation Summarized conversation 0.1521 0.2106

Single-turn conversation Summarized conversation 0.6356 0.6934

Derm-Private Vignette Multi-turn conversation 0.0015 0.0028

Vignette Single-turn conversation 0.0004 0.0009



Vignette Summarized conversation 0.0011 0.0021

Multi-turn conversation Single-turn conversation 0.1652 0.2244

Multi-turn conversation Summarized conversation 0.9063 0.9254

Single-turn conversation Summarized conversation 0.1459 0.206

Supplementary Table 17: Adjusted p-values for Dermatology (single most likely diagnosis case
vignettes), calculated by dataset source for the FRQ setting, reported for pairs of evaluated experimental
setups (vignette, multi-turn conversation, single-turn conversation and summarized conversation)
corresponding to each of the models (GPT-4, GPT-3.5, Mistral-v2-7b, LLaMA-2-7b). All p-values were
calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction (see Methods).



Question Model 1 Model 2 P-value (McNemar’s test)

Did the clinical LLM stop
asking questions when
only a single most likely
diagnosis was possible?

GPT-4 GPT-3.5 0.0129

GPT-4 Mistral-v2-7b <0.0001

GPT-4 LLaMA-2-7b 0.0573

GPT-3.5 Mistral-v2-7b 0.0039

GPT-3.5 LLaMA-2-7b 0.7744

Mistral-v2-7b LLaMA-2-7b 0.0009

Did the clinical LLM elicit
the relevant medical
history?

GPT-4 GPT-3.5 0.0001

GPT-4 Mistral-v2-7b <0.0001

GPT-4 LLaMA-2-7b 0.0635

GPT-3.5 Mistral-v2-7b 0.0212

GPT-3.5 LLaMA-2-7b 0.0635

Mistral-v2-7b LLaMA-2-7b <0.0001

Supplementary Table 18: P-values between pairs of evaluated models (GPT-4, GPT-3.5,
Mistral-v2-7b, LLaMA-2-7b) for clinical LLM assessment by medical experts. All p-values were
calculated using McNemar’s test (see Methods).



Model Experiment Mean
Accuracy

95% C.I.

4-choice
MCQ

GPT-4V Vignette 0.842 (0.763, 0.921)

Multi-turn conversation 0.492 (0.397, 0.587)

Single-turn conversation 0.474 (0.369, 0.578)

Summarized conversation 0.547 (0.456, 0.639)

GPT-4V-without-image Vignette 0.787 (0.695, 0.878)

Multi-turn conversation 0.468 (0.37, 0.567)

Single-turn conversation 0.4 (0.297, 0.503)

Summarized conversation 0.503 (0.405, 0.601)

FRQ GPT-4V Vignette 0.492 (0.398, 0.586)

Multi-turn conversation 0.145 (0.084, 0.205)

Single-turn conversation 0.063 (0.021, 0.106)

Summarized conversation 0.163 (0.1, 0.226)

GPT-4V-without-image Vignette 0.471 (0.367, 0.575)

Multi-turn conversation 0.087 (0.037, 0.137)

Single-turn conversation 0.039 (0.01, 0.069)

Summarized conversation 0.108 (0.052, 0.164)

Supplementary Table 19: Mean accuracy and 95% confidence intervals for 4-choice MCQ and FRQ
setting, across the evaluated experimental setups (vignette, multi-turn conversation, single-turn
conversation and summarized conversation) for GPT-4V and GPT-4V-without-image.



Model Experiment 1 Experiment 2 p-values Adjusted
p-value

4-choice
MCQ

GPT-4V Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn
conversation

0.0001 0.0002

Vignette Summarized
conversation

0.0001 0.0002

Multi-turn conversation Single-turn
conversation

0.6586 0.6586

Multi-turn conversation Summarized
conversation

0.1105 0.1357

Single-turn
conversation

Summarized
conversation

0.1131 0.1357

GPT-4V-without-image Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn
conversation

0.0001 0.0002

Vignette Summarized
conversation

0.0001 0.0002

Multi-turn conversation Single-turn
conversation

0.1097 0.1357

Multi-turn conversation Summarized
conversation

0.2719 0.2966

Single-turn
conversation

Summarized
conversation

0.019 0.0326

FRQ GPT-4V Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn
conversation

0.0001 0.0002

Vignette Summarized
conversation

0.0001 0.0002

Multi-turn conversation Single-turn
conversation

0.0002 0.0003

Multi-turn conversation Summarized
conversation

0.3699 0.3699

Single-turn
conversation

Summarized
conversation

0.0007 0.0011

GPT-4V-without-image Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn
conversation

0.0001 0.0002

Vignette Summarized
conversation

0.0001 0.0002

Multi-turn conversation Single-turn 0.0304 0.0365



conversation

Multi-turn conversation Summarized
conversation

0.3625 0.3699

Single-turn
conversation

Summarized
conversation

0.0052 0.0069

Supplementary Table 20: Adjusted p-values for 4-choice MCQ and FRQ setting for pairs of evaluated
experimental setups (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) corresponding to GPT-4V and GPT-4V-without-image.

Experiment Model 1 Model 2 p-value Adjusted p-value

4-choice MCQ Vignette GPT-4V GPT-4V-wit
hout-image

0.0631 0.2064

Multi-turn conversation GPT-4V GPT-4V-wit
hout-image

0.5356 0.5356

Single-turn conversation GPT-4V GPT-4V-wit
hout-image

0.1032 0.2064

Summarized conversation GPT-4V GPT-4V-wit
hout-image

0.1885 0.2513

FRQ Vignette GPT-4V GPT-4V-wit
hout-image

0.5309 0.5309

Multi-turn conversation GPT-4V GPT-4V-wit
hout-image

0.0148 0.0506

Single-turn conversation GPT-4V GPT-4V-wit
hout-image

0.1312 0.1749

Summarized conversation GPT-4V GPT-4V-wit
hout-image

0.0253 0.0506

Supplementary Table 21: Adjusted p-values for 4-choice MCQ and FRQ setting for pairs of evaluated
models (GPT-4V and GPT-4V-without-image) corresponding to each of the experimental setups
(vignette, multi-turn conversation, single-turn conversation and summarized conversation). All p-values
were calculated using a two-sided bootstrapping test, followed by Holm-Bonferroni correction (see
Methods).



Model Experiment Accuracy 95% C.I.

4-choice MCQ Mistral-v1-7b Vignette 0.441 (0.419, 0.462)

Multi-turn conversation 0.331 (0.314, 0.349)

Single-turn conversation 0.324 (0.305, 0.344)

Summarized conversation 0.361 (0.343, 0.379)

Mistral-v2-7b Vignette 0.637 (0.616, 0.658)

Multi-turn conversation 0.426 (0.409, 0.443)

Single-turn conversation 0.448 (0.429, 0.468)

Summarized conversation 0.513 (0.496, 0.529)

FRQ Mistral-v1-7b Vignette 0.165 (0.142, 0.189)

Multi-turn conversation 0.08 (0.065, 0.095)

Single-turn conversation 0.06 (0.046, 0.074)

Summarized conversation 0.082 (0.068, 0.097)

Mistral-v2-7b Vignette 0.211 (0.186, 0.237)

Multi-turn conversation 0.065 (0.052, 0.077)

Single-turn conversation 0.055 (0.043, 0.068)

Summarized conversation 0.055 (0.044, 0.066)

Supplementary Table 22: Mean accuracy and 95% confidence intervals for 4-choice MCQ and FRQ
setting, across experimental setups (vignette, multi-turn conversation, single-turn conversation and
summarized conversation) for Mistral-v1-7b and Mistral-v2-7b.



Model Experiment 1 Experiment 2 p-values Adjusted
p-value

4-choice
MCQ

Mistral-v1-7b Vignette Multi-turn conversation 0.0001 0.0001

Vignette Single-turn
conversation

0.0001 0.0001

Vignette Summarized
conversation

0.0001 0.0001

Multi-turn conversation Single-turn
conversation

0.2975 0.2975

Multi-turn conversation Summarized
conversation

0.0001 0.0001

Single-turn
conversation

Summarized
conversation

0.0001 0.0001

FRQ Mistral-v1-7b Vignette Multi-turn conversation 0.0001 0.0002

Vignette Single-turn
conversation

0.0001 0.0002

Vignette Summarized
conversation

0.0001 0.0002

Multi-turn conversation Single-turn
conversation

0.0003 0.0004

Multi-turn conversation Summarized
conversation

0.5212 0.5686

Single-turn
conversation

Summarized
conversation

0.0001 0.0002

Supplementary Table 23: Adjusted p-values for 4-choice MCQ and FRQ setting for pairs of evaluated
experimental setups (vignette, multi-turn conversation, single-turn conversation and summarized
conversation) corresponding to Mistral-v1-7b. All p-values were calculated using a two-sided
bootstrapping test, followed by Holm-Bonferroni correction (see Methods).
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