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Abstract

Chinese characters, because of their complex structure and a large number, lead to an 

extremely high cost of time for designers to design a complete set of characters. As a 

result, the dramatic growth of characters used in various fields such as culture and business 

has formed a strong contradiction between supply and demand with Chinese font design. 

Although most of the existing Chinese characters transformation models greatly alleviate 

the demand for character usage, the semantics of the generated characters cannot be guar-

anteed and the generation efficiency is low. At the same time, the models require large 

amounts of paired data for training, which requires a large amount of sample processing 

time. To address the problems of existing methods, this paper proposes an unsupervised 

Chinese characters generation method based on generative adversarial networks, which 

fuses Style-Attentional Net to a skip-connected U-Net as a GAN generator network archi-

tecture. It effectively and flexibly integrates local style patterns based on the semantic spa-

tial distribution of content images while retaining feature information of different sizes. 

Our model generates fonts that maintain the source domain content features and the target 

domain style features at the end of training. The addition of the style specification module 

and the classification discriminator allows the model to generate multiple style typefaces. 

The generation results show that the model proposed in this paper can perform the task of 

Chinese character style transfer well. The model generates high-quality images of Chinese 

characters and generates Chinese characters with complete structures and natural strokes. 

In the quantitative comparison experiments and qualitative comparison experiments, our 

model has more superior visual effects and image performance indexes compared with the 

existing models. In sample size experiments, clearly structured fonts are still generated and 

the model demonstrates significant robustness. At the same time, the training conditions of 

our model are easy to meet and facilitate generalization to real applications.
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1 Introduction

As a cultural symbol of Chinese culture, Chinese characters are an important medium for 

people to convey information. At the same time, as an ideogram, it has complex character 

structure and semantics. Therefore, the design principles of the printed should first meet 

the accuracy and readability of the text, and then pursue artistry. However, a set of Chinese 

characters designed using traditional methods relies heavily on individual drawing by the 

designer, which costs a great deal of time and energy. Due to the development of the times, 

against the backdrop of the rapid increase in the total amount of information in all areas 

of social life, there is an explosion of demand for all aspects of text applications, while 

the existing development of Chinese characters design technology is relatively lagging, 

resulting in a strong conflict of supply and demand between the both. Therefore, with the 

development of computer graphics and the improvement of image processing ability, font 

generation technology will certainly improve the efficiency of font design or automated 

production, and its importance is self-evident.

Font generation techniques have been proposed for many years, but the majority of work 

has focused on language types containing a small number of characters, such as English 

[2, 10], Latin [1, 19] or Persian [23]. As for Chinese characters, even the most commonly 

used Chinese character set (i.e. GB2312) is made up of 6763 characters. In addition to this, 

Chinese characters have complex structure of radicals. Before the prevalence of deep learn-

ing, traditional Chinese characters generation techniques relied heavily on the segmenta-

tion and synthesis of character structures and the rendering of character skeletons. But with 

the complexity and diversity of Chinese characters, these methods do not guarantee that the 

character structure is extracted correctly, and their style features are easily lost. It is these 

shortcomings that make font generation techniques difficult to apply in practice.

Over the past few years, the application of deep learning in the field of computer vision 

has get remarkable success. Because of the good feature extraction performance of deep 

neural networks, the use of deep neural networks for generative tasks has become a popu-

lar solution. Inspired by the successful application of deep learning to generative tasks, 

researchers have proposed generative adversarial networks to be used for the task of Chi-

nese characters generation. For example, based on the pix2pix framework, Tian designed 

an encoder-decoder and embedded Gaussian noise as a one-to-many modeling category 

to form a zi2zi [46] model. This model has good transfer performance for some specific 

typefaces. However, if the font structure is too complex, the visual effect of the generated 

image is not as good as it could be. Thereafter, to carry out the generative task well, [7, 

17, 35] improved the quality of the font by adding Prior-knowledge of Chinese charac-

ters to the generative model. These models rely heavily on radical and stroke extraction. 

In practice, however, perfect automatic stroke extraction is almost impossible. in addition, 

they pay attention to the generation of radicals/strokes, while ignoring the inner connec-

tion between them. In addition, the methods of [5, 38, 49] were proposed. These methods 

carry out multi-task training for which the generation efficiency has been further improved. 

However, these methods all use supervised learning that requires a large number of paired 

training samples, which is a significant limitation in practical application scenarios.

In order to solve the problem mentioned above, We propose a novel unsupervised learn-

ing method for end-to-end Chinese characters style transfer. The unsupervised learning-

based approach greatly reduces the number of datasets and pre-processing requirements 

of the model. Our model uses a novel generative network to ensure content consistency 

and style consistency in the generated fonts, furthermore the network is flexible enough 
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to combine content and style so that strokes and styles can be matched naturally without 

the need for prior knowledge to improve the model generation results. In addition, we have 

introduced a classification discriminator and a style specification module to the model, 

which allows for style learning of multiple fonts to generate different styles of target font 

images. The main contributions of our work are as follows:

• We propose a novel model for the Chinese characters style transfer task that fuses Style-

Attentional Net to U-Net [29] as a GAN generator network architecture. This coding 

network aims to extract the content features of the source font and the style features of 

the target font separately, and flexibly match the style features and content features of 

multiple sizes with the Style-Attentional Net. Finally, the decoder performs the recon-

struction of the image to generate the stylized target Chinese characters.
• In our model, we replace the discriminator with a relative discriminator to improve 

the stability of the model during training and to generate clear and complete images of 

Chinese characters. The loss function of the model is also updated to impose reason-

able constraints on the generative network and to control the generated results more 

precisely. The model is insensitive to the weights of each loss function.
• To achieve multi-font style transfer and improve generation efficiency, we combine the 

labels of the target fonts with the source fonts and add a classification discriminator to 

the model.
• In this paper, several experiments are conducted on a database containing over 30 styles 

of Chinese characters. Furthermore, the generated images are evaluated and compared 

using various image evaluation metrics. The results show that our model can generate 

high-quality images.

Following the introduction, the rest of this paper is structured as follows. Section  2 

describes the related work. The proposed model and the design of the loss functions are 

explained in Section 3. The experimental results and comparative data are given in Sec-

tion 4 and the conclusion is presented in Section 5.

2  Related work

Chinese characters generation is a topic of long-term research. Researchers have been 

working on font generation as early as the 1980s. Many font generation methods have been 

proposed so far. The existing models can be divided into two types: computer graphics-

based approaches and deep learning-based approaches.

With the enhancement of computer graphics and image processing capabilities, com-

puter graphics-based models for Chinese characters generation began to emerge. Research-

ers have proposed schemes to simulate the brush model [3, 20, 36, 37], For example, Lee 

[20] proposed to simulate the change of the brush using process by calculating the elastic-

ity; Baxter and Govindaraju [3] proposed a data-driven 3D virtual brush; The brush model-

based approach was introduced by WU [37], which creates calligraphy manually by simu-

lating a realistic writing environment. However, these methods of simulating brushes are 

inefficient to generate. Moreover, they only simulate the basic style of calligraphic fonts, 

but cannot capture advanced styles features. The method of character splitting and syn-

thesis [21, 33, 39, 51] is to cut and reorganize the existing Chinese characters, and finally 

generate the target font. For instance, Xu proposed a semi-automatic segmentation method 
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in [39], where characters are segmented into basic structures and stored in the database, 

and then the target fonts are obtained by combining the learned structural layout rules with 

probability maximization as the training objective. In [51], Zhou applied predefined rules 

to select representative samples of the target font whose substructures have the ability to 

compose other characters. Moreover, the rules for the substructure composition are suitable 

for generalization to combinations of substructures in other fonts, so new characters for 

the target font can be obtained. The method of stroke extraction is proposed in [21], which 

extracts the same number of key points in the strokes of the reference and target fonts, 

minimizing the loss of the corresponding key points of both. These methods of character 

segmentation synthesis are more complex and time-consuming. Furthermore, this method 

is difficult to segment complex characters. Zhang used specific stroke texture patches to 

render skeletons in [47]. In [32], the authors proposed a skeleton rendering method that 

combines Chinese character’s skeletons with calligraphic strokes to generate calligraphic 

characters. However, the character generation is inefficient and the imitation of the style is 

not natural.

Another solution that has attracted many researchers is the use of deep learning tech-

niques, which have become very popular in the last few years. Methods using deep neural 

networks not only achieve state-of-the-art performance in many classical computer vision 

tasks, including Image coloring [15, 40], edge detection [8, 34], semantic segmentation 

[26, 53], etc. but also become increasingly competitive in solving generative problems. 

Therefore, the image-to-image translation is gradually applied to the task of Chinese char-

acters style transfer.

The main network architectures that deal with the task of Chinese characters style trans-

fer are CNNs, RNNs, and Generative Adversarial Networks (GAN). In [31], the author 

proposed “Rewrite” based on traditional CNN networks. The model adopts the traditional 

top-down CNN structure and takes different convolution sizes on different layers, allowing 

it to capture different details. However, the feature information cannot be fully extracted for 

a certain font style training. Meanwhile, noise and blurring often appear in the generated 

images. The experimental results are therefore not satisfactory. The experimental results 

are therefore not satisfactory. Lian proposed an RNN-based style transfer model for auto-

matic extraction of strokes in [22], which extracts stroke styles and reassembles them to 

finally generate new characters. The model can accurately analyze the structural position of 

each Chinese character while reducing the need for experimental data and greatly improv-

ing the conversion of complex characters. However, the data preparation process of this 

method is complex, which restricts its promotion and application.

In 2014, Generative Adversarial Networks (GAN) was proposed by Ian J. Goodfellow 

[9]. The classical GAN consists of a generator and a discriminator, where the generator 

network generates images by given input noise and the discriminator network recognizes 

real and generated images. GAN gaining more distinguished effects in many computer 

vision tasks. With the development of GAN, various versions of GAN have arisen for dif-

ferent tasks, such as CGAN (conditional GAN) [24] adds constraints to the original GAN 

to make the network generate samples in a given direction. DCGAN [28] combines convo-

lutional neural network with GAN, which ensures the quality and diversity of the gener-

ated images. Pix2pix [14] implements image transformation in two different domains, but 

it requires pairs of images with the same content in both domains as training data. Cycle-

GAN [52] allows images in two domains to be transformed into each other and does not 

require pairs of images as training data. After learning the real image features in different 

style domains, StarGAN [6] generates images in different style domains with reference to 

the input images.



Multimedia Tools and Applications 

1 3

The excellent performance of GAN in image translation applications has prompted 

researchers to choose it as a method for font style transfer solutions. Based on the network 

architecture of Pix2pix, Zi2zi has established the conditional GAN-based font style transfer 

model by adding category embedding to the generator and discriminator. However, It does not 

perform significantly when trying to convert complex structured glyphs. Jiang [16] and Chang 

[4] use more elaborate encoders to capture character features and then generate target char-

acters by decoders. These models solve the generation problem of complex fonts to a certain 

extent, but ghosting artifacts and blur often appear in the results. RNN-based methods such as 

[48], although solving common problems such as font structure ambiguity, cannot meet the 

requirements of practical applications in terms of dataset processing and training efficiency. 

EMD [49] and SAVAE [30] refine the functions of the generators, which model generators 

able to extract content and style separately. These methods generate fonts more completely and 

clearly, but ignore the intrinsic connection between content and style, which leads to unnatural 

generated fonts. [13, 17] utilizing additional prior knowledge to guide the Chinese characters 

generation model to produce clear and complete fonts. However, these methods rely on prior 

knowledge and can only apply to specific writing systems. The method of [5, 38] improves 

the model for the problem of generation efficiency. These methods can train multiple style 

samples simultaneously, which greatly improves the generation efficiency. However, the above 

methods are all supervised learning and require a large number of paired training samples.

To address the above-mentioned problems, we design an unsupervised learning Chinese 

characters style transfer model. Considering the internal relationship between content and 

style, the model uses SANet [27] to combine the extracted target image style features with 

the original image content features. Finally, the target font with clear structure and natural 

strokes is generated. It reduces the learning difficulty and sample demand of the generated 

model. Moreover, We employed Relative Discriminator, which aims to ensure the stability 

of the model operation and generate high-quality images. Inspired by StarGAN, we combine 

the source font content features and multiple target-style information, use the classification 

discriminator to learn multiple font feature mappings to generate multiple style fonts at once.

3  Method description

As mentioned above, our goal is to achieve font style transfer by unsupervised learning. To 

this end, we design new network models and loss functions. Our model consists of a gener-

ator and two discriminators. In this section, we focus on describing the model architecture 

as well as the loss function of the model.

The font style transfer task can be regarded as the process of mapping a given style 

to a target style. Our task is as follows: given source style font image x ∈ X and multiple 

target-style fonts (y1, y2, y3…yt) ∈ Y. The generator outputs a fake image Fy of the tar-

get style, where the fake image contains all the target styles, which can be expressed as 

Fy → {Fy1, Fy2, Fy3…Fyt}. We define this process as

3.1  Base model

Like the traditional GAN model, our model consists of a generative module Gand a discrimi-

native module D . The generation module G is trained to generate the target image to complete 

(1)G(X, Y) → Fy
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the task of image translation. The main task of the discriminator module 𝒟 is used to dis-

tinguish the generated image and the real image. In this way, Gand Dform a dynamic “game 

process”.

As traditional GAN models are all single encoder-decoder architectures, they cannot accu-

rately extract the required high-level features during the font generation, resulting in unsat-

isfactory results in the generated fonts. To solve this problem, we split the encoders into an 

encoder Ec with content extraction function and an encoder Es with style extraction function. It 

is not only clarifying the function of each encoder but also enables the design of explicit loss 

functions to constrain the generated images.

In order to reduce the designer’s workload, the model needs to reduce the size of the dataset 

as much as possible. However, Chinese characters have a complex font structure and seman-

tics. If the dataset size is too small, the generated results will not be convincing. Therefore, our 

generator uses a U-Net network, which combines high-level features and low-level features to 

both reduce the requirement for dataset size and enhance the learning of feature information. 

Both ends of the U-Net consist of two encoders and one decoder, respectively. The structure of 

the generators is shown in Fig. 1.

3.1.1  Encoder network

As can be seen from Fig. 1, there are two inputs to the encoder side of the U-Net [26], the 

source font x and the target font y. The source font is input to the content encoder to extract 

high-dimensional content features. The target font is input to the style encoder to be trans-

formed into high-level features of the target style. Both encoders consist of a series of Convo-

lution-InstanceNorm-LeakyReLu blocks. The encoder was downsampled four times. After the 

last downsampling, we used the DenseNet [12] module to extract high-level features from the 

8 × 8 × 128 feature map, which preserves as much spatial information as possible, while mak-

ing the training of the generative network more effective and computationally efficient. The 

reasonableness of doing so has been verified by [4]. By feeding the two data x and y into the 

content encoder EC and the style encoder Es respectively, their respective feature maps can be 

obtained:

(2)F
c
= E

c
(x)

(3)Fs = Es(y)

64×64 32×32 16×16 8×8 8×8

64×64 32×32 16×16 8×8 8×8

conv

deconv

DenseNet

SANet

Style image

Content image
Output image

Fig. 1  Overview of our generative network. The style/content encoder extracts style/content feature maps of 

different sizes from the style/content images. Each SANet has the same architecture, and the content feature 

maps of different sizes are fused with the style feature maps. Finally the result is combined with advanced 

features to generate characters with the target style
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Fc(Fs) contains the feature maps generated by 4 downsamplings and a DenseNet mod-

ule, which can be expressed by the order of generation as

3.1.2  Decoder network

The decoder, located at the right end of the U-Net, is composed of a series of upsampling 

layers and a Convolution-InstanceNorm-Tanh block. The Tanh function transforms the 

resulting output into [−1, 1]. The function of the decoder is to concatenate and reconstruct 

features of different sizes from the encoder to produce a target image with 128 × 128 × 1. 

However, since the encoding layer extracts content and style features separately, we need 

the content features to merge with the style features and match the semantically closest 

style features to the content features. Here we use the Style-Attentional networks (SANet) 

module in Decoder D  to learn the mapping between content features and style features. 

The structure of SANet is shown in the Fig. 2. This module is related to the self-attentive 

Generative Adversarial Network mentioned in [50]. The module makes use of soft atten-

tion mechanisms for stylistic decoration, thus balancing global and local stylistic styles and 

preserving the content structure of the original image. We input content features of differ-

ent sizes and style features into the SANet module to produce feature maps:

Correspondingly, the decoder performs 4 upsamples. The feature maps generated 

by each upsampling have a jump connection added to the corresponding Fi

cs
 . Low-level 

features are combined with high-level features to be able to make full use of the feature 

information. Ultimately, a 1 × 1 convolutional layer is used to obtain the generated image 

Fy = D(Fcs), where F
cs
=

{

F
0

cs
, F

1

cs
, F

2

cs
, F

3

cs

}

.

3.1.3  Discriminator

After completing the image reconstruction, a discriminator needs to be introduced to distin-

guish between the real samples and the pseudo-samples generated by the generator. Finally, 

the whole system parameters are updated employing gradient descent. In this paper, we use 

PatchGAN as the discriminator, which consists of a series of Convolution-InstanceNorm-

LeakyReLu layers and ResNet modules. PatchGAN works by focusing attention on the 

(4)F
c
=

{

F
0

c
, F

1

c
, F

2

c
, F

3

c

}(

F
s
=

{

F
0

s
, F

1

s
, F

2

s
, F

3

s

})

(5)F
i

cs
= SANet

(

F
i

c
, F

i

s

)

i ∈ (0, 3)

Fig. 2  A detailed illustration of 

the SANet module
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local image rather than the global and is more accurate for image judgments. So far, the 

basic structure of our model has been established so that we can complete the task of one-

to-one font style conversion.

3.2  Improved model

However, this model only performs a one-to-one style transfer task. If there are multiple 

styles of Chinese characters to be transferred, the model has to be trained many times. This 

fact leads to its inefficiency. Hence the model needs to be improved. Inspired by the Star-

GAN model, we add a style specification mechanism to our model.

First, we need to attach the corresponding style label to the target data with the expres-

sion (y, s) ∈ Y, where y represents the real image in the Y domain and s is the style label of 

the font. In the generation module G , we input both the source image x and the style label s 

of the target image into the content encoder, combining the input image and its style infor-

mation into a new matrix: Fc = Ec(x, s). And then it is combined with the style feature map 

Fs to generate the target image Fy. Ultimately, we introduce a classification discriminator 

D
cls

 in the discriminant module D . This classifier constrains the generator by the classifica-

tion loss function to better learn multiple styles of transfer. The classifier can replace multi-

ple discriminators [38] for multiple styles of fonts, reducing the complexity of the network. 

The generators are constrained by the classification loss function to better learn multiple 

style transitions. Figure 3 shows our improved model with the basic workflow.

3.3  Objective function

our goal is to minimize the losses. For the design of the loss function, the paper is divided 

into the following main parts.

Fig. 3  The font in the green box is generated by our model. The real font is in the orange box



Multimedia Tools and Applications 

1 3

3.3.1  Adversarial loss

In traditional Generative Adversarial Networks, the role of the discriminator is to estimate 

the truthfulness of the input data, and the purpose of the generator is to increase the true 

probability of the fake image. Certainly, assuming that both discriminator Dand generator 

Gare trained to their optimal state during alternate training. At the end of discriminator 

D training, D
(

x
r

)

= 1 and D
(

xf

)

= 0 , and the results of generator G are D
(

x
r

)

= 1 and 

D
(

xf

)

= 1 , where xr is the real data and xf is the generated data. This causes an excessive 

focus on fake images and stops the learning of real images. The use of relative discrimina-

tor [32] solves this problem well and most importantly the GAN becomes more stable. We 

introduce a relative discriminator in this model while using the least-squares loss to replace 

the cross-entropy loss allowing for more stable convergence and fast training of the model, 

improving the quality of the generated images and model stability. The equation is shown 

below:

3.3.2  Content loss

In the style transfer task, although the original image differs significantly from the target 

image, the content of the generated fake image should be similar to the input image, espe-

cially for the content of the Chinese characters print, the source font and the generated font 

must maintain the same text topology, i.e. Character structure. However, simply using a 

pixel-level loss function to reduce the loss of content features is rough, as the input fonts 

are not simply similar to the generated fonts at the pixel level. The generated fonts have 

stylistic details embedded in them already. If the pixel-level loss is used, the stylistic details 

may be completely ignored, which hinders the stylization task. In contrast, the use of a 

content encoder allows stylistic features to be stripped out and only content features to be 

compared. The formula is shown below:

3.3.3  Style loss

It is well-known that different characters from the same stylistic font have the same stylistic 

features, which gives Es(y1) = Es(y2). The optimization of the style encoder was an important 

(6)

L
G

adv
∶= E

x∼�

(y,s)∼�

�
‖D(G(x�s)) − D(y) − 1‖2

�

+ E
x∼�

(y,s)∼�

�
‖D(y) − D(G(x�s)) + 1‖2

�

(7)

L
D

adv
∶= E

x∼�

(y,s)∼�

�
‖D(y) − D(G(x�s)) − 1‖2

�

+ E
x∼�

(y,s)∼�

�
‖D(G(x�s)) − D(y) + 1‖2

�

(8)Lcontent ∶= E
x∼�

(y,s)∼�

(
‖‖‖

Ec

(
D
(
Ec(x), Es(y)

))
− Ec(x)

‖
‖
‖2

)
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part of this task. However, only the adversarial loss constrains the style encoder, thus a style 

loss function similar to the content loss function has to be designed in order to optimize the 

style encoder and force the style encoder to retain the target font style.

3.3.4  Classification loss

After adding the auxiliary classifier, we use the classification loss function to optimize the 

discriminator D and generator G . We need to divide the classification loss function into two 

parts, with the classification loss of the real image used to constrain D and the classification 

loss function of the fake image used to constrain G . The discriminant module D is shown as 

follows:

By minimizing the above equation, the classification discriminator D
cls

 completes the cor-

rect classification of the real image. On the other hand, the loss function for fake image clas-

sification is defined as:

The above equation is further optimized for the generation module to generate images that 

can be successfully classified as target label s.

3.3.5  Full objective

Eventually, we combine all the loss functions to get the final optimization function:

And

where λadv, λcls, λs and λc are weights that apply to losses to allow for better trade-offs in 

terms of semantics, classification and adaptability.

(9)
Lstyle ∶= E

x∼�

(y,s)∼�

(

∥ Es(y) − Es

(

D
(

Ec(x), Es(y)
))

∥
2

)

(10)
L

D

cls
= E

x∼�

(y,s)∼�

[
− log Dcls(y|s)

]

(11)
L

G

cls
= E

x∼�

(y,s)∼�

[
− log Dcls

(
Fy|s

)]

(12)min
G

max
D

L = LD + LG

(13)L
D
= �

adv
· L

D

adv
+ �

cls
· L

D

cls

(14)
LG = �adv · L

G

adv
+ �cls · L

G

cls

+ �sLstyle + �cLcontent
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4  Experimental results

In this section, firstly, we first present the dataset used here and the implementation details 

of our model. Then, we analyze the generation effect of the model and compare model with 

other models in both quantitative and qualitative performance. Afterwards, we conduct 

ablation studies to show the effects of our model. Finally, We also carried out experiments 

on the robustness of the our model.

4.1  Model details

In order to evaluate the performance of the new model, we built a Chinese characters data-

base containing a variety of Chinese font styles. The data of this database was obtained 

from the website http:// www. Found ertype. com. In addition to traditional fonts, such as 

Song, Heiti, and Regular scripts, we also collected some fashionable fonts, such as HeiQian 

style, Spout style, Trendy style, and so on. With the ttf2png script processing, we generate 

a Chinese characters dataset from the collected fonts. Each typeface ends up with 6000 

grey-scale images in 128 × 128 png format. We randomly select 2400 character images 

from each typeface, where the training set contains 2000 characters and the test set has 400 

characters. Meanwhile, we assign a label to each font, for example, 1 for Heiti style, 2 for 

Regular scripts, 3 for Lishu style, etc. Finally, we convert each label to one-hot vector.

4.1.1  Dataset

In the training process, The only preprocessor we used was the ttf2png script to resize the 

source and target images to 128 × 128 pixels. The contents encoder and style encoder each 

have 4 stacked Convolution-InstanceNorm-LeakyReLu blocks and the DenseNet module 

with 4 blocks. The output channels of each convolutional layer are 64, 128, 256 and 512 

respectively.

4.1.2  Model structure

The DenseNet module generates a final feature map of 32 × 8 × 8, The decoder has 4 

stacked Deconvolution-InstanceNorm-ReLu and a Convolution-InstanceNorm-LeakyReLu 

block. Output channels of each deconvolutional layer are 512, 256, 128 and 64 respectively. 

Finally, the convolutional layer completes the construction of the image. The learning rate 

of this model is initialized as 0.0003, and decayed to 0.0002 after 20 epochs, and then 

decayed to 0.0001 after 50 epochs; The Adam optimizer [18] with a batch size of 1 is used.

4.2  Tasks

There are two main tasks in this section: one-to-one font style transfer and one-to-many 

font style transfer.

We have employed Heiti as the reference font for the input content. Heiti, also known as 

Gothic, without serif decoration, with straight, horizontal and vertical strokes, all of which 

are the same thickness. It has the advantage of simple strokes and rigorous structure.

http://www.foundertype.com
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4.2.1  One‑to‑one

In this experiment, We choose Heiti as the source font and randomly select font as targets 

to train our model. After an average of 60 repeated training epochs for each font, high-

quality images with the target font style are generated. The generated Chinese characters 

images have a clear graphic structure and strokes. The results show that our model has 

strong learning and generation capabilities for different fonts. Figure 3 shows realistic and 

photorealistic images generated using Heiti Style.

Because we employ an unsupervised learning model, there are some differences between 

the generated images and the ground truth images. The differences are marked with green 

circles, as in the case of ‘Rui’ and ‘Ai’ in Fig.  4. However, in terms of detail, the gener-

ated image is similar to the real image in terms of the style features. For example, the words 

“Peng” and “Bai” are marked with red circles in Fig. 4. The results show that our model is 

very successful in learning, with significant feature extraction and generation capabilities.

4.2.2  One‑to‑many

In this experiment, we choose Heiti as the source font and Song, Jing Hei, Bold Song, Hua 

Li, Spout, Yiqi Li and Regular script as the target fonts to train the model, Both the source 

fonts and the target fonts are 1800. After 80 epochs in training, the model was able to produce 

high-quality font images with a clear structure and complete strokes. As shown in Fig. 5, the 

improved model has a strong learning ability and generating abilities for different fonts.

4.3  Comparison with other models

In this subsection, we compare our model with some existing methods for Chinese font 

generation in both quantitative and qualitative performance. Six existing methods are 

Fig. 4  Detail comparison of 

generated fonts and real fonts

Fig. 5  Results generated from 

one-to-many experiments
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chosen as baselines to compare with our method, including Zi2zi, DCFont, SCFont, EMD, 

MTfontGAN, ChiroGAN.

Zi2zi is modified version of Pix2pix model, which implements font generation and uses 

Gaussian noise as category embedding to achieve multi-style transfer.

DCFont replaces the Gaussian noise embedding of the Zi2zi model with the style fea-

tures extracted from the font feature reconstruction network, and then builds a mapping 

from the reference font to the target font with the residual blocks.

EMD employs style encoders, content encoders to separate content features and style 

features, and finally mixers and encoders to achieve new style character generation.

SCFont combines domain knowledge of Chinese characters with deep generative net-

works to ensure that characters with the correct structure can be generated.

MTfontGAN consists of an encoder with multiple subnets and multiple discriminators. 

The encoder layers can share feature information to achieve character generation.

ChiroGAN divides the task into three stages, extracting the skeleton using ENet, con-

verting the structure of the source skeleton to the target style using TNet, and finally ren-

dering the skeleton using RNet.

We compared several aspects of the above models and put the results of the comparison 

into Table 1.

For a fair comparison, we use the same dataset. The training is completed according to 

these model requirements. Among them, Zi2zi, EMD, DCFont, SCFont, ChiroGAN mod-

els cannot implement one-to-many Chinese characters generation experiments, so these 

models need to be trained several times. After the training, we compared all models in 

terms of quantitative and qualitative performance.

Qualitative evaluation Figure 6 shows the qualitative results of all models. Because of 

SANet’s ability to learn the mapping between content and style and flexibly match style 

features and content features that are semantically similar, our model produces images with 

a clear correct font structure and full natural style features. In contrast, Zi2zi and DCFont 

generally achieve the overall style transfer, but the details show ghosting artifacts, blurring 

and even unreasonable strokes. EMD is ability to capture the stroke style characteristics 

precisely. However, in complex fonts, strokes show incompleteness and fusion between 

strokes. It can be seen that the model does not guarantee content consistency, and the map-

ping between learned content features and style features by the model’s mixers is not sat-

isfactory. SCFont is generally correct in generating font structure, but the tiny strokes are 

missed, especially for glyphs with complex shapes. MTfontGAN has been able to generate 

the correct structure and style, but there are some blurring or breakage in some strokes, 

which may occur because multiple typefaces trained by the same network cannot guarantee 

content consistency. ChiroGAN is effective in stroke rendering, but not effective in extract-

ing font skeleton with complex strokes. The generated fonts often have wrong strokes 

spliced, which leads to font semantic errors.

Quantitative Evaluation While qualitative evaluations provide an intuitive indication of 

the quality of the generated results for all models, quantitative evaluations can provide 

higher-level indications of model performance. In this experiment, we employ RMSE 

(root mean square), PSNR (signal to noise ratio) and SSIM (structural similarity) as pixel-

level evaluation metrics between the generated image and the real image, and also use the 

perceptual-level metric FID [11] to evaluate the features similarity. We use these met-

rics to compare several fonts generated by all models. The quantitative results are shown 
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in Table 2, We can see that our approach performs well in several performance metrics, 

obtaining the highest PSNR and lower FID. in terms of SSIM, ours is comparable to Chiro-

GAN. These metrics show the superiority of our model.

To evaluate the quality of the generated characters, we also conducted content accu-

racy experiments on the generated fonts of all models. In this experiment, we evaluated 

the quality of the generated fonts using model of [25]. One of the prominent features of the 

proposed network is employing two excitation steps and two inhibition steps, augmenting 

the accuracy of recognizing characters. The model is trained with real font images, and 

then tested with the generated images after the training is completed. If the generated char-

acters have the correct structure and complete strokes, our trained character recognition 

network is able to recognize them correctly. Table 3 shows the recognition accuracy of this 

model for several fonts generated by the above model.

Fig. 6  Comparisons to the stat-of-art methods for font generation

Table 2  Evaluation of our 

method and existing models 

for generating LiShu images in 

RMSE, PSNR and SSIM

Model RMSE PSNR SSIM FID

Zi2zi 0.4845 7.9684 0.2215 124.15

DCFont 0.4362 8.1457 0.3554 121.43

EMD 0.4211 8.5437 0.3641 98.61

SCFont 0.3975 9.2421 0.4448 79.42

MTfontGAN 0.4211 8.4352 0.4942 75.82

GhiroGAN 0.3542 9.9485 0.5096 72.84

Our Model 0.4898 9.9384 0.5481 67.63
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As can be seen from the data in Table 3, For zi2zi, DCFont and EMD, their content 

accuracy results may be related to the quality of the generated images. GhiroGAN gener-

ates characters with a clearer structure and correct style. But there is an error in the strokes 

splicing, which leads to a poor content accuracy. Our model has excellent content accuracy 

in generating fonts compared to other models. To some extent, this indicates that our model 

has high performance.

4.4  Ablation study

To study the role of each component of our model, this subsection performs ablation 

experiments on our model. Figure 7 shows the results generated with the complete model. 

We remove different sub-networks and loss functions, which are used to analyze the effect 

of each component.

Effect of skip‑connection U‑Net Figure 7(A) displays the generation results using a com-

mon encoder-decoder instead of U-Net as the generative network. We can easily see that 

the generated characters have defects in stroke and radical structure and blurring in details. 

This is due to the large loss of effective information in the convolutional layer transfer pro-

cess. The use of U-Net allows the fusion of low-level and high-level feature information, so 

that the neural network can extract more effective feature information.

Table 3  Chinese characters 

recognition model is used to test 

the accuracy of Bold song, Spout 

and Hua Li generated by the four 

models

Model Bold Song Spout Hua Li

Zi2zi 90.45% 89.84% 90.16%

DCFont 92.71% 92.14% 91.22%

EMD 93.11% 94.53% 92.78%

SCFont 95.94% 96.53% 96.98%

MTfontGAN 98.12% 97.69% 98.15%

GhiroGAN 94.33% 95.40% 94.28%

Our model 98.46% 98.14% 98.81%

Zi2zi

DCFont

EMD 

SCFont 

MTfontGAN 

ChiroGAN 

Our Result

Fig. 7  Demonstrated the results of ablation experiments
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Effect of SANet Instead of SANet, we use U-Net’s skip connection to combine content fea-

tures and style features directly with upsampling directly. The generated results are shown 

in Fig. 7(B), where the font local style and the font content cannot be combined correctly, 

leading to incorrect font structure and unnatural strokes. Therefore, it can be inferred that 

SANet can not only maintain the content structure efficiently, but also easily combine style 

features to enrich the global style and local style statistics.

Effect of relativistic discriminator In this sub-experiment, we used Standard GAN’s dis-

criminators instead of Relativistic GANs (RGANs). During the training process for some 

fonts, as shown in Fig.  7(C), our model always has significant gradient vanishing and 

finally fails to generate the target font. Therefore, it can be demonstrated that the use of 

RGANs helps the stability of training and generates higher-quality images.

4.5  Robustness experiments

To examine the robustness of the new model, we trained the model with different size sam-

ples. The original training set was 2000. Among these samples, different numbers of sam-

ples were randomly selected 2000, 1700, 1400, 1100, 800 and 500 respectively. Our model 

was chosen with bold as the input font and Bold Song as the target font.

As shown in Fig. 8, the generated fonts of our model do not significantly degrade the 

generated visuals with the reduction of training samples, whose structure and style still 

remain better. When the training samples are reduced to 1100, the strokes and details of 

the generated fonts show small defects. For example, for the character “Min”, the strokes in 

the lower right corner of the generated image are gradually eroded with decreasing number 

of samples. When the number of samples is lower than 800, the radical of “Xia” gradually 

dissolve. It can be concluded that the visual effect of the generated fonts does not deterio-

rate significantly when the number of samples is more than 800. The structure and style of 

the Chinese characters can still be maintained relatively well. It is shown that our model 

has good robustness, which allows the generated images to maintain the source font struc-

ture and the target font style when the training samples are gradually reduced. However, it 

is obvious that the network does not learn the features accurately enough when the training 

samples are reduced to a certain level.

Fig. 8  Bold Song fonts generated 

by our model at different sizes of 

training samples
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5  Conclusion

In this paper, we propose a novel unsupervised learning generative adversarial network 

model to accomplish the font style transfer task. The model adopts a modified U-Net as the 

generator network, which can accurately extract different size feature information. Moreo-

ver, we realize the effective combination of content structure and style features with the 

SANet network. Finally generate the required typeface image. We employ the loss function 

of the relative discriminator to ensure the stability of the model training. Numerous experi-

ments have shown that our model has the best performance in terms of both quantitative 

results and visual effects compared to other existing methods. At the same time, Our model 

has little requirement for dataset and training conditions, which is more convenient for font 

designers to apply to practical production.

However, our model works mainly on printed Chinese fonts because the printed font 

design is more regular and therefore the style features can be considered as definite poten-

tial embeddings. As for the handwritten font, its design may be influenced by a variety of 

conditions, which requires the use of large-scale biologically meaningful networks in order 

to meet the learning of handwriting font styles. In the future, we focus our work on Spiking 

neural networks [43]. In addition, Yang proposed several efficient, low-power, real-time 

digital neuromorphic systems for large-scale biologically meaningful networks in [41, 

42, 44, 45]. Its excellent performance and near-realistic simulated neurons have greater 

improvement on training efficiency and style extraction ability of handwritten fonts, which 

is helpful for complex handwriting font generation tasks.
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